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Chapter 1

Introduction

1.1 About This Manual

This manual is intended as a general-purpose user’s guide for Q-CHEM, a modern electronic structure program. The
manual contains background information that describes Q-CHEM methods and user-selected parameters. It is assumed
that the user has some familiarity with the Unix/Linux environment, an ASCII file editor, and a basic understanding of
quantum chemistry.

After installing Q-CHEM and making necessary adjustments to your user account, it is recommended that particular
attention be given to Chapters 3 and 4. The latter, which describes Q-CHEM’s self-consistent field capabilities, has
been formatted so that advanced users can quickly find the information they require while supplying new users with
a moderate level of important background information. This format has been maintained throughout the manual, and
every attempt has been made to guide the user forward and backward to other relevant information so that a logical

progression through this manual is not necessary.

Documentation for IQMOL, a graphical user interface designed for use with Q-CHEM, can be found on the www.
igmol .org websitge. IQMOL functions as a molecular structure builder, as an interface for local or remote submis-
sion of Q-CHEM jobs, and as a post-calculation visualization program for densities and molecular orbitals.

1.1.1 Chapter Summaries

Ch.
Ch.
Ch.
Ch.
Ch.
Ch.
Ch.
Ch.
Ch.

General overview of Q-CHEM'’s features, contributors, and contact information.
Procedures to install, test, and run Q-CHEM on your machine.

Overview of the Q-CHEM command-line input.

Running ground-state self-consistent field calculations.

Details specific to running density functional theory (DFT) calculations.

Running post-Hartree-Fock correlated wave function calculations for ground states.
Running calculations for excited states and open-shell species.

Using Q-CHEM'’s built-in basis sets, or specifying a user-defined basis set.

R A A T

Using Q-CHEM’s effective core potential capabilities.


www.iqmol.org
www.iqmol.org
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Ch. 10: Options available for exploring potential energy surfaces, such as determining critical points (transition states
and local minima on a single surface, or minimum-energy crossing points between surfaces) as well as ab initio

molecular dynamics.
Ch. 11: Molecular properties and a posteriori wave function analysis.

Ch. 12: Methods for molecules in complex environments, including implicit solvation models, QM/MM models, the
Effective Fragment Potential, and density embedding.

Ch. 13: Fragment-based approaches for efficient calculations on large systems, calculation of non-covalent interac-
tions, and energy decomposition analysis.

App. A: Overview of the AOINTS library, which contains some of the fastest two-electron integral code currently

available.
App. B: Quick-reference section containing an alphabetized list of job control variables.

App. C: Overview of third-party packages.

1.2 Q-CHEM, Inc.

1.2.1 Contact Information and Customer Support

For general information regarding Q-CHEM program, visit www . g-chem. com. Full customer support is promptly
provided via telephone or email (support@g-chem.com) for those customers who have purchased Q-CHEM’s
“QMP” maintenance contract. In addition to free customer support, this contract provides discounts on future updates
and releases of Q-CHEM. For details of the maintenance contract please see www . g—chem. com.

1.2.2 About the Company

Q-CHEM, Inc. was founded in 1993 and was based in Pittsburgh, PA until 2013, when it relocated to Pleasanton,
CA. Q-CHEM’s scientific contributors include leading quantum chemists around the world. The company is governed
by the Board of Directors which currently consists of Peter Gill (Canberra), Anna Krylov (USC), John Herbert (Ohio
State), and Hilary Pople. Fritz Schaefer (Georgia) is a Board Member Emeritus. Martin Head-Gordon is a Scientific
Adpvisor to the Board. The close coupling between leading university research groups and Q-CHEM Inc. ensures that
the methods and algorithms available in Q-CHEM are state-of-the-art.

In order to create this technology, the founders of Q-CHEM, Inc. built entirely new methodologies from the ground up,
using the latest algorithms and modern programming techniques. Since 1993, well over 300 person-years have been
devoted to the development of the Q-CHEM program. The author list of the program shows the full list of contributors
to the current version, and the journal citations for Q-CHEM versions 2, 3, and 4 1,34 illustrate the breadth of the Q-
CHEM developer community. The current group of developers consist of more than 100 people in 9 countries. A brief
history of Q-CHEM is given in the article Q-Chem: An Engine for Innovation.>

1.2.3 Company Mission

The mission of Q-CHEM, Inc. is to develop, distribute, and support innovative and sustainable quantum chemistry soft-
ware for industrial, government and academic researchers in the chemical, petrochemical, biochemical, pharmaceutical

and material sciences.


http://www.q-chem.com
mailto:support@q-chem.com
http://www.q-chem.com
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1.3 Q-CHEM Features

1.3.1 Overview of Q-CHEM Features

Quantum chemistry methods have proven invaluable for studying chemical and physical properties of molecules. The
Q-CHEM system brings together a variety of advanced computational methods and tools in an integrated ab initio
software package, greatly improving the speed and accuracy of calculations being performed. In addition, Q-CHEM
will accommodate larger molecular structures than previously possible, with no loss in accuracy, thereby bringing the
power of quantum chemistry to critical research projects for which this tool was previously unavailable. Below is a
reverse-chronological listing of new features added to Q-CHEM.

1.3.2 New Features in Q-CHEM 6.0

1.3.2.1 Features in 6.0.0

* Changes to default behavior:

Tightened default integral threshold (THRESH) to SCF_CONVERGENCE + 4 and used same threshold for
DIIS and GDM

Set default of FD_MAT_VEC_PROD to FALSE for VV 10 functional (Yuezhi Mao)

Turned off automatic evaluation of electrostatic potentils on a grid (Felix Plasser)

Set finite difference as default for energy derivatives in electric field (Yuezhi Mao)

* General features and improvements:

Next-generation interface of Q-Chem with external tools (generation of archive files in the HDF5 format)

Implemented the nuclear-electronic orbital CCSD (NEO-CCSD) method (Fabijan Pavosevic, Sharon Hammes-
Schiffer)

Implemented NEO-TDDFT analytical gradient and Hessian (Zhen (Coraline) Tao, Patrick E. Schneider,
Sharon Hammes-Schiffer)

Enabled subset selection of atoms in NMR J-coupling calculations (JOBTYPE = ISSC) via spin input section

Disabled steepest descent in geometry optimization with fixed atoms

Added delocalized natural internal coordinate optimization in new optimizer

Updated geometry in the MOLDEN file for each step in finite difference optimizations (John Herbert)

Stabilized density fitting for JK and MP2

Set new optimizer as default for unconstrained optimization (GEOM_OPT_DRIVER = 2022)

Added the minimal-augmented and heavy-augmented versions of the Karlsruhe basis sets (John Herbert)

Removed MPI support

Resolved issues with:

% incorrect Hirshfeld charges based on molecule input orders (Abdulrahman Aldossary)

+ not-a-number (NAN) errors in SOC calculations

% missing nuclear repulsion energies in Fock projection (BASIS2) calculations

+ removed restriction on number of atoms (MAX_ATOM) that can be included in random search and
basin hopping

# ordering of localized MOs in formatted checkpoint files (Abdulrahman Aldossary)
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*

missing ECP for the def2-SVPD basis set

% failure to compute NMR properties with linearly dependent basis sets
% parsing input files with 100k+ lines

# character table of C3 point group

* Density functional theory and self-consistent field:
— Accelerated convergence of the SCF algorithm ADIIS and add a new combined algorithm option ADIIS_DIIS.
(Yuezhi Mao)

— Enabled gauge-independent atomic orbitals (GIAOs) in SCF calculations using GEN_SCFMAN (Brad Ga-
noe, Tim Neudecker, Joonho Lee, Adam Rettig, Jonathan Wong)

— Disabled user setting of coefficients (via HFK_LR_COEF/HFK_SR_COEF) if using built-in range-separated
functionals

— Implemented frequency calculation and analytic Hessian for the VV 10 functional (Jiashu Liang)

— Enabled generation of formatted checkpoint files in CIS/TDDFT calculations with frozen occupied/virtual
orbitals via GUI = 2 (Yuezhi Mao)

— Enabled STATE_ANALYSIS for the new plot section (PLOT = 1) (Yuezhi Mao)

— Performed consistency check on TDKS Fock matrices based on the SCF convergence threshold (SCF_CONVERGENCE)
instead of the field amplitude (John Herbert)

— Added new energy density functionals: revSCAN, regSCAN, r++SCAN, r2SCAN, r4SCAN, TASK, mTASK,
regTM, rregTM, revIM

— Enabled computing spin-orbit couplings (SOC) (1-electron and 2-electron mean-field) with TDDFT (both
restricted and unrestricted) and spin-flip TDDFT (SF-TDDFT) (Saikiran Kotaru, Ana Krylov)

— Implemented analytic gradient for density-corrected DFT (DC-DFT) for self-interaction correction (Marc
Coons, Bhaskar Rana, John Herbert)

Resolved issues with:

% incorrect results of fractional electron SCF calculations using GEN_SCFMAN (Yuezhi Mao)
+ hanging qints (USE_LIBQINTS = true) jobs with large number of OpenMP threads
% non-variational initial SCF guess for ADIIS (Yuezhi Mao)

% incorrect memory estimation in TDDFT/TDA calculations

% crash of TDA excited state frequency jobs

% crash of geometry optimization with fixed atoms

% frequency calculations using basis functions with g or higher angular momenta

* sign error with TDDFT spin-orbit coupling calculations (Nicole Bellonzi)

+ crash of projection-based embedding calculations (Yuezhi Mao)

% incorrect result of RPA TDDFT frequency using non-Pople basis set

# insufficient memory allocation for NMR calculations with meta-GGA functionals

% erroneous results in DC-DFT calculations using hybrid functionals with larger basis sets (Marc Coons,
Bhaskar Rana, John Herbert)

# crash of excited state potential energy surface scans with CIS/TDDFT (John Herbert)
* Correlated methods:

— Implemented EOM oscillator strengths in velocity and mixed gauges (Josefine Andersen, Sonia Coriani)

— Implemented CCSD optical rotation evaluation (Josefine Andersen, Kaushik Nanda)
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Implemented the fragment charge difference (FCD) scheme in RASMAN?2 (Chou-Hsun (Jeff) Yang, Aa-
ditya Manjanath, Chao-Ping (Cherri) Hsu)

Implemented complex-valued CC2, RI-CC2, and RI-CCSD (Cansu Utku, Garrette Paran, Thomas Jagau)

Implemented the complex absorption potential (CAP) method in AIMD calculations (Jerryman A. Gyamfi,
Thomas Jagau)

Implemented the v2RDM-CASSCF-PDFT method using density fitted basis sets (Mohammad Mostafane-
jad, Run Li, A. Eugene DePrince III)

— Resolved formatting error in output of SOC calculation with RAS-CI method (Abel Carreras, David Casanova)

* Molecular dynamics, non-adiabatic dynamics, embedding, and solvation:

Implemented projection-based embedding with complex basis functions (Valentina Parravicini, Thomas
Jagau)

Enabled user-defined permittivity grid for Poisson equation solver (PEqS) (Suranjan Paul)

Improved PCM printing (John Herbert)

Implemented CIS and TDDFT wavefunction overlaps including their spin-flip variants for (A)FSSH (Theta
Chen, Junhan Chen, Zuxin Jin, Vishikh Athavale, Vale Cofer-Shabica, Joe Subotnik)

Resolved issues with QM/MM optimzation not reading previous MOs as a guess for the next cycle
* Fragment and energy decomposition analysis:
— Implemented pairwise fragment excitation energy decomposition analysis (EDA) in QM/EFP calculations
(Lyudmila Slipchenko)
— Increased the maximum angular momentum of basis functions to 5 for XSAPT calculations
— Implemented SPADE- and ALMO-based partitioning schemes for electric field calculations (Yuezhi Mao)

— Implemented a new MP2 EDA scheme and added a non-perturbative polarization analysis for DFT EDA
(Kevin Ikeda, Hengyuan Shen)

Enabled ALMO-CIS/TDA calculations with excitation amplitudes localized on one fragment (Yuezhi Mao)

Enabled ALMO-CIS/TDA calculations with excitation from one fragment’s occupied orbitals to all virtuals
in the system (Yuezhi Mao)

Enabled ALMO-CIS/TDA calculations with excitation from one fragment’s occupied orbitals to another’s
virtual orbitals (Yuezhi Mao)

Enabled user-defined occupied-virtual pairs in ALMO-CIS/TDA calculations (Yuezhi Mao)
Resolved miscellaneous issues with ALMO-CIS and excited-state ALMO-EDA calculations (Yuezhi Mao)

* Miscellaneous:

Printed orbital kinetic energies using SCF_PRINT = 3

Enabled EXTERNAL_CHARGES specification in an external file (Vale Cofer-Shabica, Joseph Subotnik)

Added parameter check for many-body dispersion calculations (John Herbert)

Restored finite difference for wB97M2 and the XYG series of energy functionals
Restored finite difference banner for SA-SF-RPA
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1.3.3 New Features in Q-CHEM 5.4

1.3.3.1 Features in 5.4.2

* Changes to default behavior:

— Made default SCF convergence criterion for supersystem and fragment jobs in EDA and BSSE calculations

consistent (Yuezhi Mao)

* General features and improvements:

Enabled mixed basis for AUTOSAD guess (Kevin Carter-Fenk, Yuezhi Mao, John Herbert)

Enabled compatibility with the NBO7 program (John Herbert)

Implementation of intrinsic bond orbital (IBO) analysis (Alexander Zech, Christopher Stein, Abdulrahman
Aldossary, Martin Head-Gordon)

Resolved issues with:

* frequency job failure when number of threads is thrice larger than number of atoms
# frequency job failure when CPSCF segments are equal to number of atoms

# incorrect alpha density generated when using new plots section format

* Density functional theory and self-consistent field:

Enabled analytic Hessian for TPPS/TM/SCAN TDDFT calculations

Added printing of information about memory requirements for TDDFT (John Herbert)

Added an experimental implementation of the X2C method for relativistic quantum chemistry (Diptarka
Hait, Leonardo Cunha, Richard Kang, Martin Head-Gordon)

Improved CIS/TDA/RPA guess to avoid missing roots

Implementation of projection-based embedding with complex basis functions (Valentina Parravicini, Thomas
Jagau)

Improved performance of the GOSTSHYP method through integral screening (Felix Zeller, Tim Neudecker,
Eric Berquist)

Resolved issues with:

# AIFDEM crash when a larger fragment is listed first

# NAN in SCF energies using VV 10 functionals

# unrestricted RPA TDDFT analytic Hessian for singlet excited state

+ failure to compute non-adiabatic couplings (NACs) using pure TDDFT
% incorrect TDDFT energies with FAST_XAS using multiple threads

% incorrect results from projection-based embedding using LRC-DFT as the low-level theory (Yuezhi
Mao)

# incompletely converged energies in RPA calculations
+ failure to evaluate spin-orbit integrals in TDDFT SOC calculations
% GPU acceleration of unrestricted pure DFT gradient when using BrianQC

% incorrect ROHF gradient when using BrianQC
* Correlated methods:

— Implementation of CCSD damped polarizability and first hyperpolarizability (Kaushik Nanda)
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— Resolved issues with:

*

wrongfully activated ECD properties with EOM-IP-CCSD (Josefine Andersen, Sonia Coriani)
% convergence issues in EOM-DIP and EOM-DEA methods
% symmetry check for v2RDM (Rain Li, Eugene DePrince)

%

failure to write ASCI energy to checkpoint files
* Molecular dynamics:

— Enabled the use of new SCF drivers (GEN_SCFMAN=TRUE) in path integral MD
— Resolved issues with:
* missing energy-component file for AIMD when GEN_SCFMAN=TRUE
* Fragment and energy decomposition analysis:
— When EDA2_MOM is used with EDA_BSSE, apply IMOM to BSSE calculations with ghost atoms to

prevent collapsing to the lower-energy states (Yuezhi Mao)

— Allowed SCFMI_MOM and EDA2_MOM to preserve the electronic configuration of the frozen state
(Yuezhi Mao)

— Multiple stability improvements in ALMO-EDA (Yuezhi Mao)

— Implemented non-perturbative CT analysis for ALMO-EDA (Hengyuan Shen, Srimukh Prasad, Martin
Head-Gordon)

— Resolved issues with:

# final print of the one-side CT energy in VFB CT analysis incorrectly contained the contribution from
SMD’s CDS (non-electrostatic) term, when using the SMD solvent model (Yuezhi Mao)

# double-counting of environment frozen core orbitals with default N_FROZEN_CORE setting for projection-
based embedding (Yuezhi Mao)

# display of preparation energy for ALMO-EDA (Yuezhi Mao)
* many-body expansion (MBE) geometry optimization (John Herbert)
% convergence of linear solvers for orthogonal frozen decomposition (Yuezhi Mao)

+ the dispersion term in classic frozen decomposition in non-aufbau ALMO-EDA (Yuezhi Mao)
e Miscellaneous:

— Disabled analytic force calculation with projection-based embedding (Yuezhi Mao)
— Disabled complex SCF for fragment jobs (Yuezhi Mao)

— Resolved issue with NAN printing efield file for in QM/MM calculations when external charges are set to
Zero

— Added warning that CDFT does not support algorithms other than DIIS and RCA (Yuezhi Mao)
— Added warning when 3¢ methods are used without recommended basis sets (John Herbert)

— Added NBO version number in output (John Herbert)

— Fixed minor spelling errors in the printing of TDDFT (Bushra Alam, John Herbert)
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1.3.3.2 Features in 5.4.1

* Changes to default behavior:

— Renamed Onsanger SOLVENT_METHOD to Kirkwood (John Herbert)
— Updated the SMS solvation model to use Cartesian Gaussians (PURECART 2222) (John Herbert)
— Renamed spin-specific keywords to EA_ALPHA, EA_BETA, IP_ALPHA and IP_BETA (Wojtek Sko-
morowski)
* General features and improvements:
— Added Intrinsic Atomic Orbitals (IAO) and Intrinsic Bond Orbitals (IBO) (Abdulrahman Aldossary, Alexan-
der Zech, Christopher Stein)

— Added a new localization method, Oxidation State Localized Orbitals (OSLO) (Abdulrahman Aldossary,
Alexander Zech, Christopher Stein)

— Included installation of Romberg utilities

* Density functional theory and self-consistent field:

Implemented hybrid functionals for TAO-DFT (Shaozhi Li, Jeng-Da Chai)

Improved efficiency of range-separated DFT frequency calculations when run in parallel with shared mem-
ory and multithreading

Added option to turn off ground-state PCM calculations for TDDFT (John Herbert)

Added option to enforce level shifting in every SCF cycle for state-targeted energy projection (STEP)
(Kevin Carter-Fenk)

Implemented projection-based embedding for unrestricted calculations (Yuezhi Mao)

Added printing of more digits for the TDDFT transition strength

Improved SCF guess for optimization jobs using BASIS2

Resolved issues with:

% segmentation fault in CIS frequency calculations when using libgints

% index out of bounds error with TDKS sample in manual (Hung-Yi Tsai, Jeng-Da Chai)
% errors in unrestricted TDDFT Hessian calculations

% small error in RPA excitation energies

# incorrect SCF energy with libgints-based SRC-DFT

* crash when computing numerical derivatives with BASIS=GEN

# crash while running large frequency jobs due to insufficient memory in CPSCF

% incorrect evaluation of iterative Hirshfeld charges (Abdulrahman Aldossary)

¢ Correlated methods:

Added options for custom scaling in complex basis function calculations (Florian Matz, Thomas Jagau)

Improved projected CAP-EOM-CC (James Gayvert)

Implemented EOM-DEA-CCSD two-photon absorption (Kaushik Nanda, Sahil Gulania, Anna Krylov)

Implemented complex-valued CC2 and RI-CCSD (Cansu Utku, Garrette Pauley Paran, Thomas Jagau)

Implemented effective nuclear charge approximation for SOCs using EOM (Saikiran Kotaru, Anna Krylov)

Resolved issues with:
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% freezing string method (FSM) reading SCF energy instead of correlated energy value
% missing triples corrections for EOM calculations in ccman2 (Pavel Pokhilko)

* using frozen core and virtual orbitals in projector-based embedding calculations (Yuezhi Mao)

» Large systems, QM/MM, and solvation:

Implemented user-defined permittivity grid for Poisson equation solver (PEqS) (Suranjan Kumar Paul)
Enabled SCRF for GEN_SCFMAN-based ROHF/ROKS calculations (Yuezhi Mao)

Implemented state-specific PCM/TDDFT (SS-PCM/TDDFT) method based on the constrained equilibrium
theory (Haisheng Ren, Fan Wang, Xiangyuan Li, Yingli Su)

Improved GROMACS QM/MM interface (Vale Cofer-Shabica)

Improved gradient performance of the SM8 solvation model (John Herbert)

Improved memory usage of the SM8 solvation model (John Herbert)

Added TDDFT_PCM to control nth-order solvent correction (John Herbert)
* Fragment and energy decomposition analysis:

Enabled the linearized approximation in projection-based embedding (Yuezhi Mao)

Implemented POD2L and POD2GS for projection operator diabatization (POD) (Yuezhi Mao)

Enabled calculation of couplings between multiple pairs of diabatic orbitals for POD (Yuezhi Mao)

Added printing of separate energy components in the SAPT output (John Herbert)

1.3.3.3 Features in 5.4.0

* Changes to default behavior:

— Use of automatically generated superposition of atomic densities SCF guess for custom basis sets (Yuezhi
Mao, Kevin Carter-Fenk)

— Use atomic size-corrected Becke weights for CDFT (Kevin Carter-Fenk)

* General features and improvements:

New methods to distort molecules using force and pressure: HCFF, X-HCFF, GOSTSHYP (Tim Stauch,

Maximilian Scheurer)

Overhauled library of standard basis sets for consistency with Basis Set Exchange and extended support

through element 118

Improved stability of ECP fitting and updated definitions of fitted ECPs (CRENBS, CRENBL, HWMB,
LACVP, LANL2DZ, SBKJC)

Evaluation of electric field at nuclei (Yuezhi Mao)

Frequency calculations for rigid fixed-atom constraints (Saswata Dasgupta)

Save additional calculation output files to unique folder

Resolved issues with:
% inconsistent application of quadrupole field to resolve orbital degeneracies
+ definition of jun-cc-pVDZ basis set (John Herbert)
+ some jobs crashing with the FILE_SET_SYM_REP read error

% cleaning up in PES scan jobs on Windows
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% unnecessary gradient evaluation at every point of frozen PES scan

* Features and improvements in density functional theory and self-consistent field:

TAO-DFT for global hybrid GGAs (Jeng-Da Chai)
Vibronic and resonance Raman spectroscopy (Xunkun Huang, Huili Ma, WanZhen Liang)
Integrated DFT-D4 empirical dispersion model (Kuan-Yu Liu, Romit Chakraborty)

New implementation of direct propagation of the time-dependent Kohn-Sham equation (real-time TDKS)
with support for unrestricted SCF and implicit solvation (Ying Zhu, John Herbert)

State-targeted energy projection method (Kevin Carter-Fenk, John Herbert)

Multiple improvements to frozen-density embedding methods (Cristina Gonzélez-Espinoza, Alexander
Zech, Tomasz A. Wesolowski)

Faster algorithm for wGDD tuning (John Herbert)

Improvements in the IP/EA omega tuning scripts for long range corrected functionals (John Herbert)
Support for high angular momentum in DFT frequency calculations

Superposition of atomic potentials (SAP) guess for SCF (Yu Zhang, Susi Lehtola)

Expand density functionals available for NMR chemical shift calculations (Jiashu Liang, Khadiza Begam,
Barry Dunietz, Yihan Shao)

Nuclear gradient and analytical 2nd functional derivative of the VV 10 functional (Jiashu Liang)
Performance improvements in the evaluation of DFT-D3 nuclear hessian contribution
Consistent constrained DFT and SCF convergence criteria (Kevin Carter-Fenk)

NVIDIA GPU computing improvements via interface with BrianQC:

% Accelerated force and vibrational frequency computations with range-separated functionals

% Accelerated Fock derivative computation in DFT vibrational frequency jobs
Resolved issues with:

+ buffer overflow in a special case of very large DFT jobs

% a special case of crashing unrestricted CIS derivative coupling calculations

+ evaluation of finite-difference nonlocal correlation orbital Hessian (Yuezhi Mao)
% use of AO integrals in general response module

% differences in DFT quadrature between Linux and macOS

* using ghost atoms in MBD-vdW calculations (Kevin Carter-Fenk, Evgeny Epifanovsky)
# using arbitrary density functionals for MBD-vdW and TS-vdW

# crashing large CIS state following calculations

# SOC constants with unrestricted TDDFT

% RI-J/RI-K gradient

# DFT hyperpolarizabilities

* Features and improvements in correlated methods:

Calculation of electronic g-tensors with CCSD (Sven Kéhler, Anna Krylov);
Calculation of electronic circular dichroism (ECD) using EOM-CC (Josefine Andersen, Sonia Coriani)

Evaluation of spin-orbit couplings using CVS-EOM methods, L-edge XAS/XES spectroscopy calculations
(Marta Vidal, Pavel Pokhilko, Sonia Coriani)



Chapter 1:

Introduction 29

Feshbach method with EOM-CC states and Coulomb wave expanded in terms of plane wave Gaussian type
orbitals (Wojciech Skomorowski)

Improved performance in small to medium CC/EOM jobs via in-core computations
Improvements in projected CAP EOM-CC (James Gayvert)

IP/EA-ADC methods and intermediate state representation (ISR) properties (Adrian Dempwolff, Matthias
Schneider, Alexander Paul)

Dramatic speedup of ADC(3) (Adrian Dempwolff)
Improved fourth-order static self-energy for all ADC variants (PP (EE), IP, EA) (Adrian Dempwolff)
Subspace-projected CAP-ADC for all ADC variants (PP (EE), IP, EA) (Adrian Dempwolff)

Evaluation of spin-orbit couplings using RAS-CI and RAS2-SF methods (Abel Carreras, Anna Krylov,
David Casanova, Hanjie Jiang, Pavel Pokhilko, Paul M. Zimmerman)

Use of resolution-of-the-identity integrals in LibRASSF-based implementation of RAS-SF (Shannon Houck)

Implementation of the Bloch effective Hamiltonian approach within LibRASSF-based RAS-SF (Shannon
Houck)

Experimental implementation of the CC2 and RI-CC2 methods (Garrette Paran, Thomas Jagau)
Implementation of the Brueckner CC2 method (Adam Rettig)

Implementation of direct RPA for the ground state correlation energy (Joonho Lee)

Cubic storage RI-MP3 and Laplace-transformed RI-MP2 and RI-MP3 (Joonho Lee)

Added access to k-regularized orbital optimized MP2 via METHOD = koomp2

New implementation of v2RDM and v2RDM-CASSCEF solvers (Rain Li, Wayne Mullinax, Eugene De-

Prince, Marcus Liebenthal)
Improved defaults in incremental FCI (Alan Rask)
Experimental implementation of tensor hypercontraction methods (Joonho Lee)
Resolved issues with:
% 2 GB limit on temporary files in CC/EOM/ADC calculations on Windows

% evaluation of analytic gradients of x-regularized OO-MP2

% crashing in fragment excitation difference (FED) calculations due to insufficient memory (Aaditya
Manjanath)

% crashing in large RI-MP2 calculations
# 1initial guess in EOM-DIP-CCSD calculations
% crashing in large RI-CCSD calculations

* Features and improvements in molecular dynamics:

New AIMD variable (AIMD_INIT_VELOC_NANO_RANDOM) for better random seeds (Tarek Scheele)
Resolved issues with:

% activating vibrational spectra computation in special cases

* Features and improvements for large systems, QM/MM, and solvation:

AIRBED: A simplified density functional theory model for physisorption on surfaces (Nick Besley, Stephen
Mason)

Resolved issues with:

% SMI12 crashes with general basis set (Yuezhi Mao)
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%

MM finite difference force calculations

printing of EFG principal components

SM12 gradient

implicit solvation in SCF and DFT response property calculations

requiring explicit derivative level to be set for IEF-PCM frequencies (John Herbert)
RI-MP2 + PCM jobs

out-of-memory error in large SMD jobs

* Features and improvements for fragment and energy decomposition analysis methods:

%

w*

%k

Enable geometry optimization on POL and VFB-CT surfaces in the presence of solvent (Yuezhi Mao)
Enable ALMO-EDA for systems with non-Aufbau electronic configurations (Yuezhi Mao)

Enable the separation of electrostatic and non-electrostatic terms in SMD solvation energy (Yuezhi Mao)
Improve error message when attempting ROHF-based SCFMI and EDA

Improve error message when attempting to use unsupported solvent models with SCFMI and EDA
Control number of subspace vectors and convergence threshold in SAPT CPSCF (Kevin Carter-Fenk)
Improved SAPT+aiDX and SAPT+MBD keywords (Kevin Carter-Fenk)

Resolved issues with:

crashing during large projection-based embedding calculations (Yuezhi Mao)
requiring explicit derivative level to be set for adiabatic EDA geometries and frequencies (Yuezhi Mao)
interoperability between SAPT features and various SAPT basis sets (Kevin Carter-Fenk)

crashing when using SAPT(KS) + cDFT with fragment-based Hirshfeld populations (Kevin Carter-
Fenk)

memory usage in XSAPT (Kevin Carter-Fenk, John Herbert)

1.3.4 New Features in Q-CHEM 5.3

* Changes in default settings:

— Renamed rem variable ADIABATIC_CTA to VFB_CTA

— Changed ROHF_DIAG_SPEC default from 0 to 2 for ROHF and set GEN_SCFMAN as default ROSCF engine

* General improvements:

— Added support for the jun-cc-pVDZ basis set (Kevin Carter-Fenk)

* New features and improvements in the DFT suite:

TD-DFT analytic force and frequencies for meta-GGA density functionals
Level shifting in DIIS for better SCF convergence in difficult cases (Section 4.5)
MO06-SX density functional (Pierpaolo Morgante, Roberto Peverati)

HF-3c¢ method (Bhaskar Rana, John Herbert)

* New features and improvements in the CC/EOM-CC package:

— Calculation of RIXS and orbital analysis of RIXS transition moments (Kaushik Nanda, Anna Krylov; Sec-
tion 7.10.8.1)
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New features in the CVS-EOM-CC suite (Marta Vidal, Sonia Coriani)

Energies and properties for EOM-DEA-CCSD (Sahil Gulania, Maxim Ivanov, Anna Krylov; Section 7.10.7)
Transition properties and (5 2) for EOM-DIP-CCSD (Sahil Gulania, Wojciech Skomorowski, Anna Krylov)
New NLO properties (hyperpolarizabilities) in EOM-CC (Kaushik Nanda, Anna Krylov)

New tools for strongly correlated and magnetic systems: Extension of FNO to open-shell references (Pavel
Pokhilko, Anna Krylov; Section 7.10.12)

Construction of effective Hamiltonians from EOM-CC wavefunctions (Pavel Pokhilko, Anna Krylov; Sec-
tion 13.6)

NTO analysis of spin-forbidden transitions (Pavel Pokhilko, Anna Krylov; Section 7.10.20.4)

Search for special points of complex PES (minima, MECP, and exceptional points) within CAP-EOM-
CCSD (Zsuzsanna Koczor-Benda, Thomas Jagau)

Voronoi CAP and projected CAP methods (James Gayvert, Ksenia Bravaya; Section 7.10.9)

Two-body Dyson orbitals for computing Auger decay rates and resonance lifetimes (Wojciech Skomorowski,
Anna Krylov)

Stability improvements in EOM-CC (Pavel Pokhilko, Anna Krylov)

* New features and improvements in MP2 methods:

Geometry optimization with regularized orbital-optimized second-order Mgller-Plesset perturbation theory
(k-OOMP2) (Joonho Lee, Martin Head-Gordon; Section 6.6.6)

* New capabilities for intermolecular interactions:

Implementation of the XSAPT+MBD method (Kevin Carter-Fenk, John Herbert)

* QM/MM improvements:

L-BFGS algorithm for geometry optimization (Bhaskar Rana, John Herbert)

Harmonic confining potentials (Saswata Dasgupta, John Herbert)

* New methods and capabilities:

Nuclear-electronic orbital DFT and TD-DFT methods (Fabian Pavosevic, Zhen Tao, Sharon Hammes-
Schiffer)

New module for RAS-SF methods (Shannon Houck, Nick Mayhall)

A family of configuration-interaction methods: non-orthogonal configuration interaction singles (NOCIS),
static exchange (STEX), and one-center NOCIS (Katherine Oosterbaan, Martin Head-Gordon)

Integral screening and resolution-of-the-identity capabilities for complex basis functions (Thomas Jagau)
RI-MP2 method for complex basis functions (Mario Hernandez Vera, Thomas Jagau; Section 6.6.10)

New method (concentric localization) for truncating the virtual space in projector-based embedding theory
(Yuezhi Mao)

Square gradient minimization for excited-state orbital optimization (Diptarka Hait, Martin Head-Gordon)
Resonance Raman spectroscopy simulation (Saswata Dasgupta, John Herbert)

Population analysis of antibonding orbitals (Abdulrahman Aldossary)

Fragment-based diabatization schemes (Yuezhi Mao)

Enabled ghost atoms without basis functions (Bushra Alam, John Herbert)
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— Electron localization function (Bushra Alam, John Herbert

— New input options for wavefunction analysis (Felix Plasser)
* New features in the BrianQC GPU module:

— Extended support for GPU accelerated DFT exchange-correlation with support for LDA, GGA, and meta-
GGA functionals

— Partially GPU accelerated DFT frequency calculations

1.3.5 New Features in Q-CHEM 5.2

* Changes in default settings:

— Single-node shared-memory parallelism becomes default and recommended for most jobs. New command

line key -mpi is required to use distributed-memory MPI-parallel features (Section 2.2.1.1).

Pure basis functions are used by default with BASIS = GEN.

Default number of grid points in Lebedev grids in solvent models changed from 302 to 194 points (non-

Hydrogen) and 110 points (Hydrogen) atoms.

Use of SWIG charges for SMx models.

Input format for XPol, SAPT and XSAPT, and MBE jobs has changed.
Use EDAZ2 as the default driver for ALMO-EDA.

Frozen core approximation no longer applied by default in RAS-CI calculations.
* General improvements:

Increased availability of basis sets: High angular momentum basis functions (up to k-functions) supported
for most SCF, RI-MP2, CC, EOM-CC, ADC calculations.

Streamlined input format for RI-SCF calculations.

Added the def2- family of density fitted (RI) basis sets for SCF and post-SCF calculations (courtesy of
Dr. Florian Weigend).

On-the-fly generation for the superposition of atomic densities guess for SCF (Kevin Carter-Fenk, John
Herbert).

Reintroduction of legacy ECPs without fitting.

Easy specification of basis sets on fragments, reading of basis sets from an external file (Zheng Pei and
Yihan Shao).

* Improvements to the DFT capabilities:

Support for analytic frequency calculations using meta-GGA density functionals (available only with shared-

memory parallelism).

Support for analytic frequency calculations using resolution-of-the-identity (density-fitted) Coulomb (avail-

able only with shared-memory parallelism).

Improved performance of analytic partial Hessian calculations using DFT.

New density functionals: revMO06, revM11 (Pierpaolo Morgante and Roberto Peverati).
* Improvements in implicit solvation models:

— Revised PCM tessellation grids for improved performance (John Herbert).
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— Improved performance of the general SCF program with SMx solvation models (Yuezhi Mao).
* New MP2 features:

— Addition of regularized orbital-optimized second-order Mgller-Plesset perturbation theory (x-OOMP2)
(Joonho Lee, Martin Head-Gordon; Section 6.6.6).

* Enhancements to the coupled-cluster package:

— Mixed-precision CCSD and EOM-CCSD (Pavel Pokhilko, Evvgeny Epifanovsky, Anna Krylov, with addi-
tional contributions from Ilya Kaliman, Kaushik Nanda, Marta Vidal, and Sonia Coriani; Sections 6.17 and
7.10.13).

— Damped response, dynamic polarizabilities for two-electron absorption using EOM-CC (Kaushik Nanda
and Anna Krylov).

— Better handling of linear point groups in ADC and CC methods.
— Improved performance of disk-based ADC/CC algorithms.

— Projected and Voronoi CAP for CAP-EOM-CC/CC calculations (Ksenia Bravaya, Alexander Kunitsa; Sec-
tion 7.10.9).

— Dynamic polarizabilities for CCSD and EOM-CCSD (Kaushik Nanda, Anna Krylov; Section 7.10.20.8).

— Improved evaluation of spin-orbit coupling constants using EOM-CC wavefunctions (Pavel Pokhilko and
Anna Krylov).

— New features for SOC calculation and analysis (Pavel Pokhilko, Anna Krylov; Section 7.10.20.4).
— Dyson orbitals for CVS-EOM-CCSD (Marta Vidal, Sonia Coriani, Anna Krylov; Section 7.10.8).

e Improvements in energy decomposition analysis methods:

— Added electron density difference (EDD) plots and the ETS-NOCYV analysis (Yuezhi Mao).
— Added support for PCM and SMD solvation models in ALMO-EDA (Yuezhi Mao).

— Resolved several issues that caused instabilities in MP2-EDA calculations (Yuezhi Mao).
* New capabilities for explicit solvation modeling:

— Polarizable Embedding (PE) Model for ground-state and ADC calculations (Maximilian Scheurer; Sec-
tion 11.8).

* Other new methods and capabilities:

— Incremental FCI method (Paul Zimmerman).
— Transition potential DFT for core-valence excitations.

— Analytic evaluation of Raman intensities (Zheng Pei and Yihan Shao).

1.3.6 New Features in Q-CHEM 5.1

* Improved OpenMP parallelization for:

— SCEF vibrational frequency calculations (Zhengting Gan)

— RIMP2 gradient (Fazle Rob, Joonho Lee, Xintian Feng, Evgeny Epifanovsky)

* Complete active space self-consistent field (CASSCF) and adaptive sampling CI (Daniel Levine, Martin Head-
Gordon)
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 Tkatchenko-Scheffler van der Waals method (Section 5.7.5) and many-body dispersion method (Section 5.7.6)
(Denis Barton, Ka Un Lao, & Rob DiStasio)

* Enhancements to the coupled-cluster package:

Core/valence separation for EOM-CCSD core-level excited and ionized states (Marta Vidal, Anna Krylov,
Xintian Feng, Evgeny Epifanovsky, Sonia Coriani), Section 7.10.8.

NTO analysis of two-photon transitions (Kaushik Nanda, Anna Krylov), Section 7.10.20.6.

NTO analysis of the complex-valued EOM wave functions (Anna Krylov, Wojciech Skomorowski), Sec-
tion 7.10.20.

Analytic gradients for Cholesky-decomposed and resolution-of-identity CCSD and EOM-CCSD (Xintian
Feng, Anna Krylov).

Improved performance, reduced disk usage by coupled-cluster methods (Evgeny Epifanovsky, Ilya Kali-

man, Xintian Feng).
* New features in NTO analysis: Energies of NTOs (Anna Krylov), Section 10.2.9.
* Finite-difference evaluation of non-linear properties (Marc de Wergifosse, Anna Krylov), Section 10.13.3.
* Poisson boundary conditions for SCF calculations (Marc Coons, John Herbert), Section 11.2.11.

— Enables quantum chemistry calculations in an arbitrary (anisotropic and inhomogeneous) dielectric envi-

ronment.

— Nonequilibrium solvent corrections for vertical ionization energies.
* Energy decomposition analysis (EDA):

— EDA based on symmetry-adapted perturbation theory and constrained DFT (SAPT/cDFT-EDA), Section 12.15
(Ka Un Lao, Kevin Carter-Fenk, John Herbert)

— ALMO-EDA for CIS and TDDFT/TDA excited states, Section 12.11 (Qinghui Ge, Yuezhi Mao, Martin
Head-Gordon)

— Perturbative ALMO-CTA and COVP analysis in EDA2 (Yuezhi Mao, Martin Head-Gordon)

* Analytic derivative couplings for computing excitation/vibration energy couplings within the ab initio Frenkel-
Davydov exciton model (Adrian Morrison, John Herbert), Section 12.17.

» Hyperfine and nuclear quadrupole couplings, Section 10.12.4 (Eric Berquist, Daniel Lambrecht)

* Variational two-electron reduced-density-matrix (v2ZRDM) and v2RDM-driven complete active space self-consistent
field (v2RDM-CASSCF) method (Gergely Gidofalvi, Lauren Koulias, Wayne Mullinax, Eugene DePrince)

» Frozen and restrained potential energy scans, Section 9.7 (Yihan Shao)

* Extended ESP charge fitting procedure to the computation of RESP charges (Yihan Shao)

1.3.7 New Features in Q-CHEM 5.0

* Enhancements to the coupled-cluster package:
— Analytic gradients for Cholesky-decomposed CCSD and EOM-CCSD; efficiency improvement for canon-
ical CCSD and EOM-CCSD gradients (Xintian Feng, Evgeny Epifanovsky).

— CAP-EOM-CCSD analytic gradients (Zsuzsanna Koczor-Benda, Thomas Jagau) and Dyson orbitals for
metastable states (Thomas Jagau, Anna Krylov), Section 7.10.9).
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CAP-EOM-MP2 method (Alexander Kunitsa, Ksenia Bravaya).

Evaluation of polarizabilities using CCSD and EOM-CCSD (EE and SF) wave functions using full deriva-
tive formulation (Kaushik Nanda and Anna Krylov), Section 7.10.20.8).

Evaluation of ($2) for EOM-CCSD wave functions (Xintian Feng).

Evaluation of NACs for EOM-CCSD wave functions (Shirin Faraji, Anna Krylov, Evgeny Epifanovsky,
Xintian Feng), Section 7.10.20.5).

Efficiency improvement and new multicore-parallel code for (T) correction (Ilya Kaliman).

New coupled-cluster based methods for core states (Anna Krylov).

* New capabilities for implicit solvation modeling:

Equilibrium PCM capabilities for computing vertical excitation, ionization, and electron attachment ener-
gies at EOM-CC and MP2 levels (Section 11.2).

State-specific equilibrium and non-equilibrium solvation for all orders and variants of ADC (Jan Mewes,
Andreas Dreuw) , Section 7.11.10.

Poisson equation boundary conditions allowing use of an arbitrary, anisotropic dielectric function &(r),
with full treatment of volume polarization (Marc Coons, John Herbert), Section 11.2.11.

Composite Model for Implicit Representation of Solvent (CMIRS), an accurate model for free energies of
solvation (Zhi-Qiang You, John Herbert), Section 11.2.7.

* New density functionals (Narbe Mardirossian and Martin Head-Gordon), Section 5.3):

GGA functionals: BEEF-vdW, HLE16, KT1, KT2, KT3, rVV10
Meta-GGA functionals: B97M-rV, BLOC, mBEEF, oTPSS, TM
Hybrids: CAM-QTP(00), CAM-QTP(01), HSE-HJS, LC-wPBEOS, MN15, rtCAM-B3LYP, WC04, WP04

Double hybrids: B2GP-PLYP, DSD-PBEB95-D3, DSD-PBEP86-D3, DSD-PBEPBE-D3, LS1DH-PBE,
PBE-QIDH, PTPSS-D3, PWPB95-D3

Grimme’s PBEh-3c “low-cost” composite method

rVV10 non-local correlation functional

Additional DFT developments:

New forms of DFT-D3 (J. Witte; Section 5.7.3).
New standard integration grids, SG-2 and SG-3 (Saswata Dasgupta, John Herbert), Section 5.5.3.

More efficient propagator algorithms for time-dependent Kohn-Sham calculations, also known as “real-
time” TDDFT (Ying Zhu, John Herbert), Section 7.4).

* New integral package for for computing effective core potential (ECP) integrals (Simon McKenzie, Evgeny
Epifanovsky), Chapter 8.9).

More efficient analytic algorithms for energies and first derivatives.
Support for arbitrary projector angular momentum.

Support up to ~ angular momentum in the basis set.

* Analytic derivative couplings for the ab initio Frenkel-Davydov exciton model (Adrian Morrison, John Herbert);
Section 12.17).

New ALMO-based energy decomposition analysis (EDA) methods:
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— The second-generation ALMO-EDA methods for DFT (Paul Horn, Yuezhi Mao, Martin Head-Gordon);
Section 12.7.

— The extension of ALMO-EDA to RIMP2 theory (Jonathan Thirman, Martin Head-Gordon); Section 12.8.

— The “adiabatic" EDA method for decomposing changes in molecular properties (Yuezhi Mao, Paul Horn,
MartinHead-Gordon); Section 12.10.

* Wave function correlation capabilities:

— Coupled cluster valence bond (CCVB) method for describing open-shell molecules with strong spin corre-
lations (David Small, Martin Head-Gordon); Section 6.18.3.

— Implementation of coupled-cluster valence bond with singles and doubles (CCVB-SD) for closed-shell
species (Joonho Lee, David Small, Martin Head-Gordon); Section 6.12.4.
Note: Several important changes in Q-CHEM’s default settings have occurred since version 4.4.
* Core electrons are now frozen by default in most post-Hartree-Fock calculations; see Section 6.2.

* The keywords for calculation of SOCs and NACs were renamed for consistency between different meth-
ods.

* Some newer density functionals now use either the SG-2 or SG-3 quadrature grid by default, whereas
all functionals used SG-1 by default in v. 4.4. Table 5.3 lists the default grid for various classes of
functionals.

1.3.8 New Features in Q-CHEM 4.4

* occ-RI-K algorithm for the evaluation of exact exchange in energy and force calculations (S. Manzer, F. Rob,
M. Head-Gordon); Section 4.6.8.

* Combinatorially-optimized exchange-correlation functionals (N. Mardirossian, M. Head-Gordon); Section 5.3):

— wB97M-V (range-separated hybrid, meta-GGA functional with VV10 non-local correlation)
— B97M-V (meta-GGA functional with VV 10 non-local correlation)

— wB97X-V (range-separated hybrid functional with VV10 non-local correlation)

» Implementation of new exchange-correlation functionals from the literature (N. Mardirossian and M. Head-
Gordon; Section 5.3). These include:

MGGA_MS0, MGGA_MS1, MGGA_MS2, MGGA_MS2h, MGGA_MVS, MGGA_MVSh, PKZB, revTPSS,
revTPSSh, SCAN, SCANO, PBEsol, revPBE, revPBEQ

N12, N12-SX, GAM, MN12-L, MN12-SX, MN15-L, dIDF
VV10,LC-VV10

B97-K, B97-D3(0), B97-3, -HCTH, 7-HCTHh

SRC1-R1, SRCI-R2, SRC2-R1, SRC2-R2

BILYP, BIPW91, MPWI1K, LRC-BOP, BHH, BB1K, PW6B95, PWB6K, B2PLYP
* Hessian-free minimum point verification (S. Sharada, M. Head-Gordon); Section 9.3.3)

e Exciton-based excited-state models:
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— AD initio Frenkel-Davydov model for coupled excitations in multi-chromophore systems (A. F. Morrison,
J. M. Herbert); Section 12.17.

— TDDFT for molecular interactions [TDDFT(MI)], a set of local excitation approximations for efficient
TDDFT calculations in multi-chromophore systems and for single chromophores in the presence of explicit
solvent molecules (J. Liu, J. M. Herbert); Section 12.18.

* Improvements to many-body and XSAPT methods (K. U. Lao, J. M. Herbert):

— MPI-parallelized many-body expansion with analytic gradient (Section 12.16).

— Efficient atomic orbital implementation of XSAPT for both closed- and open-shell systems (Section 12.14.3).
* Thermostats for ab initio molecular dynamics (R. P. Steele, J. M. Herbert).
* Analytic energy gradient for the Ewald summation in QM/MM calculations (Z. C. Holden, J. M. Herbert).
e Zeolite QM/MM methods (J. Gomes, M. Head-Gordon).

* EOM-MP2 methods for excitation, ionization and electron attachment energies (A. Kunitsa, K. Bravaya); Sec-
tion 7.10.14.

 Evaluation of polarizabilities using CCSD and EOM-CCSD wave functions (K. Nanda, A. I. Krylov); Section
7.10.20.8.

* Distributed-memory parallel implementation of CC and EOM-CC methods and performance improvements in
disk-based algorithms (E. Epifanovsky, I. Kaliman, A. I. Krylov).

* Improvements to the maximum overlap method (MOM) for SCF calculations (A. T. B. Gilbert); Section 7.6.

* Non-equilibrium PCM method to describe solvent effects in ADC excited-state calculations (J.-M. Mewes,
A. Dreuw); Section 7.11.10.

* Spin-flip ADC method (D. Lefrancois, A. Dreuw); Section 7.11.7.

1.3.9 New Features in Q-CHEM 4.3

* Analytic derivative couplings (i.e., nonadiabatic couplings) between electronic states computed at the CIS, spin-
flip CIS, TDDFT, and spin-flip TDDFT levels (S. Fatehi, Q. Ou, J. E. Subotnik, X. Zhang, J. M. Herbert);
Section 9.9.

* A third-generation (“+D3”) dispersion potential for XSAPT (K. U. Lao, J. M. Herbert); Section 12.14.

* Non-equilibrium PCM for computing vertical excitation energies (at the TDDFT level) and ionization energies
in solution (Z.-Q. You, J. M. Herbert); Section 11.2.3.3.

 Spin-orbit couplings between electronic states for CC and EOM-CC wave functions (E. Epifanovsky, J. Gauss,
A. 1. Krylov); Section 7.10.20.4.

* PARI-K method for evaluation of exact exchange, which affords dramatic speed-ups for triple-( and larger basis
sets in hybrid DFT calculations (S. Manzer, M. Head-Gordon).

* Transition moments and cross sections for two-photon absorption using EOM-CC wave functions (K. Nanda,
A. L. Krylov); Section 7.10.20.6.

* New excited-state analysis for ADC and CC/EOM-CC methods (M. Wormit); Section 10.2.9).

* New Dyson orbital code for EOM-IP-CCSD and EOM-EA-CCSD (A. Gunina and A. I. Krylov; Section 7.10.27).
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* Transition moments, state dipole moments, and Dyson orbitals for CAP-EOM-CCSD (T.-C. Jagau and A. 1.
Krylov; Sections 7.10.9 and 7.10.27).

* TAO-DFT: Thermally-assisted-occupation density functional theory (J.-D. Chai; Section 5.12.3).
* MP2[V], a dual basis method that approximates the MP2 energy (J. Deng and A. Gilbert).

* Iterative Hirshfeld population analysis for charged systems, and CM5 semi-empirical charge scheme (K. U. Lao
and J. M. Herbert; Section 10.2.2).

e New DFT functionals: (Section 5.3):

Long-range corrected functionals with empirical dispersion-: wMO05-D, wB97X-D3 and wM06-D3 (Y.-S.
Lin, K. Hui, and J.-D. Chai.

PBEO_DH and PBEQ_2 double-hybrid functionals (K. Hui and J.-D. Chai; Section 5.9).
AK13 (K. Hui and J.-D. Chai).

LFAs asymptotic correction scheme (P.-T. Fang and J.-D. Chai).

* LDA/GGA fundamental gap using a frozen-orbital approximation (K. Hui and J.-D. Chai; Section 5.12.2).

1.3.10 New Features in Q-CHEM 4.2

* Input file changes:

— New keyword METHOD simplifies input in most cases by replacing the pair of keywords EXCHANGE and
CORRELATION (see Chapter 4).

— Keywords for requesting excited-state calculations have been modified and simplified (see Chapter 7 for
details).

— Keywords for solvation models have been modified and simplified (see Section 11.2 for details).

» New features for NMR calculations including spin-spin couplings (J. Kussmann, A. Luenser, and C. Ochsenfeld;
Section 10.12.2).

* New built-in basis sets (see Chapter 8).
* New features and performance improvements in EOM-CC:

— EOM-CC methods extended to treat meta-stable electronic states (resonances) via complex scaling and
complex absorbing potentials (D. Zuev, T.-C. Jagau, Y. Shao, and A. I. Krylov; Section 7.10.9).

— New features added to EOM-CC iterative solvers, such as methods for interior eigenvalues and user-
specified guesses (D. Zuev; Section 7.10.16)

— Multi-threaded parallel code for (EOM-)CC gradients and improved CCSD(T) performance.
* New features and performance improvements in ADC methods (M. Wormit, A. Dreuw):

— RI-ADC can tackle much larger systems at reduced cost (Section 7.11.4).
— SOS-ADC methods (Section 7.11.5).

— State-to-state properties for ADC (Section 7.11.9).
* SM12 implicit solvation model (A. V. Marenich, D. G. Truhlar, and Y. Shao; Section 11.2.9.1).

¢ Interface to NBO v. 6 (Section 10.3).
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* Optimization of MECPs between electronic states at the SOS-CIS(D) and TDDFT levels (X. Zhang and J. M.
Herbert; Section 9.9.3).

* ROKS method for ASCF calculations of excited states (T. Kowalczyk and T. Van Voorhis; Section 7.8.2).
» Fragment-based initial guess for SCF methods (Section 12.3).

 Pseudo-fractional occupation number method for improved SCF convergence in small-gap systems (D. S. Lam-
brecht; Section 4.5.6).

* Density embedding scheme (B. J. Albrecht, E. Berquist, and D. S. Lambrecht; Section 11.6).
* New features and enhancements in fragment-based many-body expansion methods (K. U. Lao and J. M. Herbert):

— XSAPT(KS)+D: A dispersion corrected version of symmetry-adapted perturbation theory for fast and ac-

curate calculation of interaction energies in non-covalent clusters (Section 12.14).

— Many-body expansion and fragment molecular orbital (FMO) methods for clusters (Section 12.16).

* Periodic boundary conditions with proper Ewald summation, for energies only (Z. C. Holden and J. M. Herbert;
Section 11.3).

1.3.11 New Features in Q-CHEM 4.1

* Fundamental algorithms:

— Improved parallel performance at all levels including new OpenMP capabilities for Hartree-Fock, DFT,
MP2, and coupled cluster theory (Z. Gan, E. Epifanovsky, M. Goldey, and Y. Shao; Section 2.2.1.1).
— Significantly enhanced ECP capabilities, including gradients and frequencies in all basis sets for which the

energy can be evaluated (Y. Shao and M. Head-Gordon; Chap. 8.9).

* SCF and DFT capabilities:

TDDFT energy with the M06, M08, and M11 series of functionals.

XYGJ-0OS analytical energy gradient.

TDDFT/C-PCM excitation energies, gradient, and Hessian (J. Liu and W. Liang; Section 7.3.4).

Additional features in the maximum overlap method (MOM) approach for converging difficult SCF calcu-
lations (N. A. Besley; Section 4.5.12).

* Wave function correlation capabilities:

— RI and Cholesky decomposition implementation of all CC and EOM-CC methods enabling applications to
larger systems with reduced disk and memory requirements and improved performance (E. Epifanovsky,
X. Feng, D. Zuev, Y. Shao, and A. 1. Krylov; Sections 6.10.7 and 6.10.8).

— Attenuated MP2 theory in the aug-cc-pVDZ and aug-cc-pVTZ basis sets, which truncates two-electron
integrals to cancel basis set superposition error, yielding results for intermolecular interactions that are much
more accurate than standard MP2 in the same basis set (M. Goldey and M. Head-Gordon; Section 6.7).

— Extended RAS-nSF methodology for ground and excited states involving strong non-dynamical correlation
(P. M. Zimmerman, D. Casanova, and M. Head-Gordon; Section 7.12).

— Coupled cluster valence bond (CCVB) method for describing molecules with strong spin correlations (D. W.
Small and M. Head-Gordon; Section 6.18.3).



Chapter 1: Introduction 40

* Searching and scanning potential energy surfaces:

— Potential energy surface scans (Y. Shao; Section 9.7).

— Improvements in automatic transition structure searching via the “freezing string” method, including the
ability to perform such calculations without a Hessian calculation (S. M. Sharada and M. Head-Gordon;
Section 9.3.3).

— Enhancements to partial Hessian vibrational analysis (N. A. Besley; Section 10.9.3).
* Calculating and characterizing inter- and intramolecular interactions

— Extension of EFP to macromolecules: fEFP approach (A. Laurent, D. Ghosh, A. I. Krylov, and L. V.
Slipchenko; Section 11.5.5).

— Symmetry-adapted perturbation theory level at the “SAPTO” level, for intermolecular interaction energy de-
composition analysis into physically-meaningful components such as electrostatics, induction, dispersion,
and exchange. An RI version is also available (L. D. Jacobson, J. M. Herbert; Section 12.13).

— The “explicit polarization” (XPol) monomer-based SCF calculations to compute many-body polarization
effects in linear-scaling time via charge embedding (Section 12.12), which can be combined either with
empirical potentials (e.g., Lennard-Jones) for the non-polarization parts of the intermolecular interactions,
or better yet, with SAPT for an ab initio approach called XSAPT that extends SAPT to systems containing
more that two monomers (L. D. Jacobson and J. M. Herbert; Section 12.14).

— Extension of the absolutely-localized molecular orbital (ALMO)-based energy decomposition analysis to
unrestricted cases (P. R. Horn and M. Head-Gordon; Section 12.5).

— Calculation of the populations of “effectively unpaired electrons” in low-spin state using DFT, a new
method of evaluating localized atomic magnetic moments within Kohn-Sham without symmetry break-

ing, and Mayer-type bond order analysis with inclusion of static correlation effects (E. I. Proynov; Sec-
tion 10.16).

* Quantum transport calculations including electron transmission functions and electron tunneling currents under

applied bias voltage (B. D. Dunietz and N. Sergueev; Section 13.4).

* Searchable online version of the Q-CHEM PDF manual (J. M. Herbert and E. Epifanovsky).

1.3.12 New Features in Q-CHEM 4.0.1

* Remote submission capability in IQMOL (A. T. B. Gilbert).
* Scaled nuclear charge and charge-cage stabilization capabilities (T. Kiis and A. I. Krylov; Section 7.10.11).

* Calculations of excited state properties including transition dipole moments between different excited states in
CIS and TDDFT as well as couplings for electron and energy transfer (Z.-Q. You and C.-P. Hsu; Section 10.15).

1.3.13 New Features in Q-CHEM 4.0

* New exchange-correlation functionals (Section 5.3):

— Density-functional dispersion using Becke and Johnson’s XDM model in an efficient, analytic form (Z. Gan,
E. I. Proynov, and J. Kong; Section 5.7.4).

— Van der Waals density functionals vdW-DF-04 and vdW-DF-10 of Langreth and coworkers (O. Vydrov;
Section 5.7.2).
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VV09 and VV10, new analytic dispersion functionals (O. Vydrov, T. Van Voorhis; Section 5.7.2)
DFT-D3 empirical dispersion methods for non-covalent interactions (S.-P. Mao and J.-D. Chai; Section 5.7.3).

wB97X-2, a double-hybrid functional based on the long-range corrected B97 functional, with improved
accounting for medium- and long-range interactions (J.-D. Chai and M. Head-Gordon; Section 5.9).

XYGJ-0S, a double-hybrid functional for predictions of non-bonded interactions and thermochemistry at
nearly chemical accuracy (X. Xu, W. A. Goddard, and Y. Jung; Section 5.9).

Short-range corrected functional for calculation of near-edge X-ray absorption spectra (N. A. Besley; Sec-
tion 7.13.2).

LB94 asymptotically-corrected exchange-correlation functional for TDDFT (Y.-C. Su and J.-D. Chai; Sec-
tion 5.10.2).

Non-dynamical correlation in DFT with an efficient RI implementation of the BeckeO5 model in a fully
analytic formulation (E. I. Proynov, Y. Shao, F. Liu, and J. Kong; Section 5.3).

TPSS and its hybrid version TPSSh, and rPW86 (F. Liu and O. Vydrov).
Double-hybrid functional B2PLYP-D (J.-D. Chai).
Hyper-GGA functional MCY?2 from Mori-Sénchez, Cohen, and Yang (F. Liu).

SOGGA, SOGGAI11 and SOGGAT11-X family of GGA functionals (R. Peverati, Y. Zhao, and D. G. Truh-
lar).

MO08-HX and MOS8-SO suites of high HF exchange meta-GGA functionals (Y. Zhao and D. G. Truhlar).
M11-L and M11 suites of meta-GGA functionals (R. Peverati, Y. Zhao, D. G. Truhlar).

* Improved DFT algorithms:

Multi-resolution exchange-correlation (mrXC) for fast calculation of grid-based XC quadrature (S. T.
Brown, C.-M. Chang, and J. Kong; Section 5.5.5).

Efficient computation of the XC part of the dual basis DFT (Z. Gan and J. Kong; Section 4.4.5).

Fast DFT calculation with “triple jumps” between different sizes of basis set and grid, and different levels
of functional (J. Deng, A. T. B. Gilbert, and P. M. W. Gill; Section 4.8).

Faster DFT and HF calculation with an atomic resolution-of-identity algorithm (A. Sodt and M. Head-
Gordon; Section 4.6.6).

e Post-Hartree—Fock methods:

Significantly enhanced coupled-cluster code rewritten for better performance on multi-core architectures,
including energy and gradient calculations with CCSD and energy calculations with EOM-EE/SF/IP/EA-
CCSD, and CCSD(T) energy calculations (E. Epifanovsky, M. Wormit, T. Kds, A. Landau, D. Zuey,
K. Khistyaev, I. Kaliman, A. I. Krylov, and A. Dreuw; Chaps. 6 and 7).

Fast and accurate coupled-cluster calculations with frozen natural orbitals (A. Landau, D. Zuev, and A. L.
Krylov; Section 6.13).

Correlated excited states with the perturbation-theory based, size-consistent ADC scheme (M. Wormit and
A. Dreuw; Section 7.11).

Restricted active space, spin-flip method for multi-configurational ground states and multi-electron excited
states (P. M. Zimmerman, F. Bell, D. Casanova, and M. Head-Gordon; Section 7.2.5).

* Post-Hartree—Fock methods for describing strong correlation:
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— “Perfect quadruples” and “perfect hextuples” methods for strong correlation problems (J. A. Parkhill and
M. Head-Gordon; Section 6.12.5).

— Coupled-cluster valence bond (CCVB) methods for multiple-bond breaking (D. W. Small, K. V. Lawler,
and M. Head-Gordon; Section 6.18).

e TDDFT for excited states:

Nuclear gradients for TDDFT (Z. Gan, C.-P. Hsu, A. Dreuw, M. Head-Gordon, and J. Kong; Section 7.3.1).

— Direct coupling of charged states for study of charge transfer reactions (Z.-Q. You and C.-P. Hsu; Sec-
tion 10.15.2).

— Analytical excited-state Hessian for TDDFT within the Tamm-Dancoff approximation (J. Liu and W. Liang;
Section 7.3.5).

— Self-consistent excited-states with the maximum overlap method (A. T. B. Gilbert, N. A. Besley, and
P. M. W. Gill; Section 7.6).

— Calculation of reactions via configuration interactions of charge-constrained states computed with con-
strained DFT (Q. Wu, B. Kaduk and T. Van Voorhis; Section 5.11).

— Overlap analysis of the charge transfer in a TDDFT excited state (N. A. Besley; Section 7.3.2).

— Localizing diabatic states with Boys or Edmiston-Ruedenberg localization, for charge or energy transfer
(J. E Subotnik, R. P. Steele, N. Shenvi, and A. Sodt; Section 10.15.1.3).

— Non-collinear formalism for spin-flip TDDFT (Y. Shao, Y. A. Bernard, and A. I. Krylov; Section 7.3)
 Solvation and condensed-phase modeling

— Smooth free energy surface for solvated molecules via SWIG-PCMs, for QM and QM/MM calculations,
including a linear-scaling QM/MM/PCM algorithm (A. W. Lange and J. M. Herbert; Sections 11.2.3 and
11.2.5).

— Klamt’s COSMO solvation model with DFT energy and gradient (Y. Shao; Section 11.2.8).

— Polarizable explicit solvent via EFP, for ground- and excited-state calculations at the DFT/TDDFT and
CCSD/EOM-CCSD levels, as well as CIS and CIS(D). A library of effective fragments for common sol-
vents is also available, along with energy and gradient for EFP-EFP calculations (V. Vanovschi, D. Ghosh,
1. Kaliman, D. Kosenkov, C. F. Williams, J. M. Herbert, M. S. Gordon, M. W. Schmidt, Y. Shao, L. V.
Slipchenko, and A. I. Krylov; Section 11.5).

* Optimizations, vibrations, and dynamics:

— “Freezing” and “growing” string methods for efficient automated reaction-path finding (A. Behn, P. M.
Zimmerman, A. T. Bell, and M. Head-Gordon; Section 9.3.2).

Improved robustness of the intrinsic reaction coordinate (IRC)-following code (M. Head-Gordon).

Quantum-mechanical treatment of nuclear motion at equilibrium via path integrals (R. P. Steele; Sec-
tion 9.11).

Calculation of local vibrational modes of interest with partial Hessian vibrational analysis (N. A. Besley;
Section 10.9.3).

Accelerated ab initio molecular dynamics MP2 and/or dual-basis methods, based on Z-vector extrapolation
(R. P. Steele; Section 4.7.3).

— Quasi-classical ab initio molecular dynamics (D. S. Lambrecht and M. Head-Gordon; Section 9.10.6).

* Fragment-based methods:
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— Symmetry-adapted perturbation theory (SAPT) for computing and analyzing dimer interaction energies
(L. D. Jacobson, M. A. Rohrdanz, and J. M. Herbert; Section 12.13).

— Many-body generalization of SAPT (“XSAPT”), with empirical dispersion corrections for high accuracy
and low cost in large clusters (L. D. Jacobson, K. U. Lao, and J. M. Herbert; Section 12.14).

— Methods based on a truncated many-body expansion, including the fragment molecular orbital (FMO)
method (K. U. Lao and J. M. Herbert; Section 12.16).

* Properties and wave function analysis:

Analysis of metal oxidation states via localized orbital bonding analysis (A. J. W. Thom, E. J. Sundstrom,
and M. Head-Gordon; Section 10.2.5).

Hirshfeld population analysis (S. Yeganeh; Section 10.2.2).

Visualization of non-covalent bonding using Johnson and Yang’s NCI algorithm (Y. Shao; Section 10.5.6).

Electrostatic potential on a grid for transition densities (Y. Shao; Section 10.5.8).
* Support for modern computing platforms

— Efficient multi-threaded parallel performance for CC, EOM, and ADC methods.

— Better performance for multi-core systems with shared-memory parallel DFT and Hartree-Fock (Z. Gan,
Y. Shao, and J. Kong) and RI-MP2 (M. Goldey and M. Head-Gordon; Section 6.16).

— Accelerated RI-MP2 calculation on GPUs (R. Olivares-Amaya, M. Watson, R. Edgar, L. Vogt, Y. Shao, and
A. Aspuru-Guzik; Section 6.6.4).

* Graphical user interfaces (GUIs):

— Input file generation, Q-CHEM job submission, and visualization is supported by IQMOL, a fully integrated
GUI developed by Andrew Gilbert. IQMOL is a free software and does not require purchasing a Q-CHEM
license. See www . igmol . org for details and installation instructions.

— Other graphical interfaces are also available, including MOLDEN, MACMOLPLT, and AVOGADRO (Chap-
ter 10 and elsewhere).

1.3.14 Summary of Features in Q-CHEM versions 3.x

* DFT functionals and algorithms:

Long-ranged corrected (LRC) functionals, also known as range-separated hybrid functionals (M. A. Rohrdanz
and J. M. Herbert)

Constrained DFT (Q. Wu and T. Van Voorhis)

Grimme’s “DFT-D” empirical dispersion corrections (C.-D. Sherrill)

“Incremental” DFT method that significantly accelerates exchange-correlation quadrature in later SCF cy-
cles (S. T. Brown)

Efficient SG-0 quadrature grid with approximately half the number of grid points relative to SG-1 (S.-H.
Chien)

e Solvation models:

— SMS8 model (A. V. Marenich, R. M. Olson, C. P. Kelly, C. J. Cramer, and D. G. Truhlar)
— Kirkwood-Onsager reaction-field model (C.-L. Cheng, T. Van Voorhis, K. Thanthiriwatte, and S. R. Gwalt-
ney)


www.iqmol.org
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— Chipman’s SS(V)PE model (S. T. Brown)

» Second-order perturbation theory algorithms for ground and excited states:

Dual-basis RIMP2 energy and analytical gradient (R. P. Steele, R. A. DiStasio Jr., and M. Head-Gordon)
02 energy and gradient (R. C. Lochan and M. Head-Gordon)

SOS-CIS(D), SOS-CIS(Dy), and RI-CIS(D) for excited states (D. Casanova, Y. M. Rhee, and M. Head-
Gordon)

Efficient resolution-of-identity (RI) implementations of MP2 and SOS-MP2 (including both energies and
gradients), and of RI-TRIM and RI-CIS(D) energies (Y. Jung, R. A. DiStasio, Jr., R. C. Lochan, and Y. M.
Rhee)

* Coupled-cluster methods (P. A. Pieniazek, E. Epifanovsky, A. 1. Krylov):

IP-CISD and EOM-IP-CCSD energy and gradient

Multi-threaded (OpenMP) parallel coupled-cluster calculations

Potential energy surface crossing minimization with CCSD and EOM-CCSD methods (E. Epifanovsky)

Dyson orbitals for ionization from the ground and excited states within CCSD and EOM-CCSD methods
(M. Oana)

QM/MM methods (H. L. Woodcock, A. Ghysels, Y. Shao, J. Kong, and H. B. Brooks)

Q-CHEM/CHARMM interface (H. L. Woodcock)

Full QM/MM Hessian evaluation and approximate mobile-block-Hessian evaluation

Two-layer ONIOM model (Y. Shao).

Integration with the MOLARIS simulation package (E. Rosta).
* Improved two-electron integrals package

— Rewrite of the Head-Gordon—Pople algorithm for modern computer architectures (Y. Shao)

— Fourier Transform Coulomb method for linear-scaling construction of the Coulomb matrix, even for basis
sets with high angular moment and diffuse functions (L. Fusti-Molnar)

* Dual basis self-consistent field calculations, offering an order-of-magnitude reduction in the cost of large-basis
DFT calculations (J. Kong and R. P. Steele)

* Enhancements to the correlation package including:

Most extensive range of EOM-CCSD methods available including EOM-SF-CCSD, EOM-EE-CCSD, EOM-
DIP-CCSD, EOM-IP/EA-CCSD (A. I. Krylov).

Available for RHF, UHF, and ROHF references.

Analytic gradients and properties calculations (permanent and transition dipoles etc..).

Full use of Abelian point-group symmetry.

* Coupled-cluster perfect-paring methods applicable to systems with > 100 active electrons (M. Head-Gordon)
* Transition structure search using the “growing string” algorithm (A. Heyden and B. Peters):

* Ab initio molecular dynamics (J. M. Herbert)

* Linear scaling properties for large systems (J. Kussmann, C. Ochsenfeld):
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— NMR chemical shifts

— Static and dynamic polarizabilities

— Static hyper-polarizabilities, optical rectification, and electro-optical Pockels effect

* Anharmonic frequencies (C. Y. Lin)

* Wave function analysis tools:

Analysis of intermolecular interactions with ALMO-EDA (R. Z. Khaliullin and M. Head-Gordon)

Electron transfer analysis (Z.-Q. You and C.-P. Hsu)

Spin densities at the nuclei (V. A. Rassolov)

Position, momentum, and Wigner intracules (N. A. Besley and D. P. O’Neill)

* Graphical user interface (GUI) options:

— IQMOL, a fully integrated GUIL. IQMOL includes input file generator and contextual help, molecular builder,

job submission tool, and visualization kit (molecular orbital and density viewer, frequencies, etc). For

the latest version and download/installation instructions, please see the [QMOL homepage (www . igqmol.
org).

— Seamless integration with the SPARTAN package (see www . wavefun.com).

— Support for several other public-domain visualization programs:

k

WEBMO

https://www.webmo.net

AVOGADRO

https://avogadro.cc

MOLDEN

http://www.cmbi.ru.nl/molden

MACMOLPLT (via a MOLDEN-formatted input file)
https://brettbode.github.io/wxmacmolplt
JMoL

http://jmol.sourceforge.net/

1.3.15 Summary of Features Prior to Q-CHEM 3.0

« Efficient algorithms for large-molecule density functional calculations:

CFMM for linear scaling Coulomb interactions (energies and gradients) (C. A. White).

Second-generation J-engine and J-force engine (Y. Shao).

LinK for exchange energies and forces (C. Ochsenfeld and C. A. White).

Linear scaling DFT exchange-correlation quadrature.

¢ Local, gradient-corrected, and hybrid DFT functionals:

Slater, Becke, GGA91 and Gill ‘96 exchange functionals.
VWN, PZ81, Wigner, Perdew86, LYP and GGA91 correlation functionals.

EDF1 exchange-correlation functional (R. Adamson).

B3LYP, B3P and user-definable hybrid functionals.


www.iqmol.org
www.iqmol.org
www.wavefun.com
https://www.webmo.net
https://avogadro.cc
http://www.cmbi.ru.nl/molden
https://brettbode.github.io/wxmacmolplt
http://jmol.sourceforge.net/
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— Analytical gradients and analytical frequencies.
— SG-0 standard quadrature grid (S.-H. Chien).
— Lebedev grids up to 5294 points (S. T. Brown).

* High level wave function-based electron correlation methods

Efficient semi-direct MP2 energies and gradients.

MP3, MP4, QCISD, CCSD energies.

OD and QCCD energies and analytical gradients.

Triples corrections (QCISD(T), CCSD(T) and OD(T) energies).
CCSD(2) and OD(2) energies.

Active space coupled cluster methods: VOD, VQCCD, VOD(2).
Local second order Mgller-Plesset (MP2) methods (DIM and TRIM).

Improved definitions of core electrons for post-HF correlation (V. A. Rassolov).

» Extensive excited state capabilities:

CIS energies, analytical gradients and analytical frequencies.

CIS(D) energies.

Time-dependent density functional theory energies (TDDFT).

Coupled cluster excited state energies, OD and VOD (A. L. Krylov).

Coupled-cluster excited-state geometry optimizations.

Coupled-cluster property calculations (dipoles, transition dipoles).

» High performance geometry and transition structure optimization (J. Baker):

Optimizes in Cartesian, Z-matrix or delocalized internal coordinates.

Impose bond angle, dihedral angle (torsion) or out-of-plane bend constraints.

Freezes atoms in Cartesian coordinates.

Constraints do not need to be satisfied in the starting structure.

Geometry optimization in the presence of fixed point charges.

Intrinsic reaction coordinate (IRC) following code.

 Evaluation and visualization of molecular properties

Kirkwood-Onsager, SS(V)PE, and Langevin dipoles solvation models.

Evaluate densities, electrostatic potentials, orbitals over cubes for plotting.

Natural Bond Orbital (NBO) analysis.

Attachment/detachment densities for excited states via CIS, TDDFT.

Vibrational analysis after evaluation of the nuclear coordinate Hessian.

Isotopic substitution for frequency calculations (R. Doerksen).
NMR chemical shifts (J. Kussmann).
Atoms in Molecules (AIMPAC) support (J. Ritchie).

Stability analysis of SCF wave functions (Y. Shao).

Spin-flip calculations for CCSD and TDDFT excited states (A. I. Krylov and Y. Shao).
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— Calculation of position and momentum molecular intracules A. Lee, N. A. Besley, and D. P. O’Neill).

* Flexible basis set and effective core potential (ECP) functionality: (Ross Adamson and Peter Gill)

Wide range of built-in basis sets and ECPs.

Basis set superposition error correction.

Support for mixed and user-defined basis sets.

Effective core potentials for energies and gradients.

Highly efficient PRISM-based algorithms to evaluate ECP matrix elements.

Faster and more accurate ECP second derivatives for frequencies.

1.4 Citing Q-CHEM

Users who publish papers based on Q-CHEM calculations are asked to cite the official peer-reviewed literature citation

for the software. For versions corresponding to 5.0 and later, this is:

Evgeny Epifanovsky, Andrew T. B. Gilbert, Xintian Feng, Joonho Lee, Yuezhi Mao, Narbe Mardirossian, Pavel
Pokhilko, Alec F. White, Marc P. Coons, Adrian L. Dempwolff, Zhengting Gan, Diptarka Hait, Paul R. Horn,
Leif D. Jacobson, Ilya Kaliman, Jorg Kussmann, Adrian W. Lange, Ka Un Lao, Daniel S. Levine, Jie Liu, Simon
C. McKenzie, Adrian F. Morrison, Kaushik D. Nanda, Felix Plasser, Dirk R. Rehn, Marta L. Vidal, Zhi-Qiang
You, Ying Zhu, Bushra Alam, Benjamin J. Albrecht, Abdulrahman Aldossary, Ethan Alguire, Josefine H. Ander-
sen, Vishikh Athavale, Dennis Barton, Khadiza Begam, Andrew Behn, Nicole Bellonzi, Yves A. Bernard, Eric J.
Berquist, Hugh G. A. Burton, Abel Carreras, Kevin Carter-Fenk, Romit Chakraborty, Alan D. Chien, Kristina D.
Closser, Vale Cofer-Shabica, Saswata Dasgupta, Marc de Wergifosse, Jia Deng, Michael Diedenhofen, Hainam
Do, Sebastian Ehlert, Po-Tung Fang, Shervin Fatehi, Qingguo Feng, Triet Friedhoff, James Gayvert, Qinghui
Ge, Gergely Gidofalvi, Matthew Goldey, Joe Gomes, Cristina E. Gonzalez-Espinoza, Sahil Gulania, Anastasia
O. Gunina, Magnus W. D. Hanson-Heine, Phillip H. P. Harbach, Andreas Hauser, Michael F. Herbst, Mario
Herndndez Vera, Manuel Hodecker, Zachary C. Holden, Shannon Houck, Xunkun Huang, Kerwin Hui, Bang C.
Huynh, Maxim Ivanov, Adam J4sz, Hyunjun Ji, Hanjie Jiang, Benjamin Kaduk, Sven Kihler, Kirill Khistyaev,
Jaehoon Kim, Gergely Kis, Phil Klunzinger, Zsuzsanna Koczor-Benda, Joong Hoon Koh, Dimitri Kosenkov,
Laura Koulias, Tim Kowalczyk, Caroline M. Krauter, Karl Kue, Alexander Kunitsa, Thomas Kus, Istvan Lad-
janszki, Arie Landau, Keith V. Lawler, Daniel Lefrancois, Susi Lehtola, Run R. Li, Yi-Pei Li, Jiashu Liang,
Marcus Liebenthal, Hung-Hsuan Lin, You-Sheng Lin, Fenglai Liu, Kuan-Yu Liu, Matthias Loipersberger, Arne
Luenser, Aaditya Manjanath, Prashant Manohar, Erum Mansoor, Sam F. Manzer, Shan-Ping Mao, Aleksandr
V. Marenich, Thomas Markovich, Stephen Mason, Simon A. Maurer, Peter F. McLaughlin, Maximilian F. S. J.
Menger, Jan-Michael Mewes, Stefanie A. Mewes, Pierpaolo Morgante, J. Wayne Mullinax, Katherine J. Ooster-
baan, Garrette Paran, Alexander C. Paul, Suranjan K. Paul, Fabijan Pavosevi¢, Zheng Pei, Stefan Prager, Emil 1.
Proynov, Adam Rik, Eloy Ramos-Cordoba, Bhaskar Rana, Alan E. Rask, Adam Rettig, Ryan M. Richard, Fazle
Rob, Elliot Rossomme, Tarek Scheele, Maximilian Scheurer, Matthias Schneider, Nickolai Sergueev, Shaama M.
Sharada, Wojciech Skomorowski, David W. Small, Christopher J. Stein, Yu-Chuan Su, Eric J. Sundstrom, Zhen
Tao, Jonathan Thirman, Gabor J. Tornai, Takashi Tsuchimochi, Norm M. Tubman, Srimukh Prasad Veccham,
Oleg Vydrov, Jan Wenzel, Jon Witte, Atsushi Yamada, Kun Yao, Sina Yeganeh, Shane R. Yost, Alexander Zech,
Igor Ying Zhang, Xing Zhang, Yu Zhang, Dmitry Zuev, Aldan Aspuru-Guzik, Alexis T. Bell, Nicholas A. Besley,
Ksenia B. Bravaya, Bernard R. Brooks, David Casanova, Jeng-Da Chai, Sonia Coriani, Christopher J. Cramer,
Gyorgy Cserey, A. Eugene DePrince III, Robert A. DiStasio Jr., Andreas Dreuw, Barry D. Dunietz, Thomas
R. Furlani, William A. Goddard III, Sharon Hammes-Schiffer, Teresa Head-Gordon, Warren J. Hehre, Chao-
Ping Hsu, Thomas-C. Jagau, Yousung Jung, Andreas Klamt, Jing Kong, Daniel S. Lambrecht, WanZhen Liang,
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Nicholas J. Mayhall, C. William McCurdy, Jeffrey B. Neaton, Christian Ochsenfeld, John A. Parkhill, Roberto
Peverati, Vitaly A. Rassolov, Yihan Shao, Lyudmila V. Slipchenko, Tim Stauch, Ryan P. Steele, Joseph E. Sub-
otnik, Alex J. W. Thom, Alexandre Tkatchenko, Donald G. Truhlar, Troy Van Voorhis, Tomasz A. Wesolowski,
K. Birgitta Whaley, H. Lee Woodcock III, Paul M. Zimmerman, Shirin Faraji, Peter M. W. Gill, Martin Head-
Gordon, John M. Herbert, and Anna I. Krylov. Software for the frontiers of quantum chemistry: An overview of
developments in the Q-Chem 5 package. [J. Chem. Phys.. 155, 084801 (2021)]

Literature citations for Q-CHEM v. 2.0', v. 3.0°, and v. 4.0* are also available, and the most current list of Q-CHEM
authors can always be found on the website, www.g—chem.com. The primary literature is extensively referenced
throughout this manual, and users are urged to cite the original literature for particular theoretical methods. This is how

our large community of academic developers gets credit for its effort.


https://doi.org/10.1063/5.0055522
http://www.q-chem.com
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Chapter 2

Installation, Customization, and Execution

2.1 Installing Q-CHEM

2.1.1 Downloading and Licensing

Users are referred to the detailed installation instructions available at https://www.g-chem.com/install/.

An encrypted license file must be obtained from your vendor before you will be able to use Q-CHEM. Q-Chem licenses
can be issued in one of two ways. In the first method, node-locked licensing, Q-CHEM will only operate correctly on
the machine for which the license file(s) have been generated. In the second method, FlexNet licensing, the license is
issued for one node, and the other nodes check out licenses in order to run Q-Chem. These licensing types are described
in further detail below, and information about obtaining these files can be found in the installation section.

Do not alter the license file unless directed by Q-CHEM, Inc.

2.1.1.1 Node-locked Licensing

Node-locked licensing requires obtaining a license for each machine that will be running Q-CHEM. On a supercomput-
ing cluster, for example, host IDs need to be generated for each individual node, and the license file must be regenerated
whenever nodes are added or removed from the cluster. This licensing option works best for running Q-Chem on work-
stations, and in some special cases where FlexNet licensing is untenable.

2.1.1.2 FlexNet Licensing

FlexNet (formerly known as flexIm) is a convenient option for managing Q-Chem licenses in a computer cluster or
supercomputer setting. One node (for example, the head node in a cluster or another dedicated node) runs the licensing
server software and provides access to the Q-Chem license to all client compute nodes. This method requires coordi-
nation with the administrator of the cluster to set up, but information only needs to be collected for one node, and you
can easily add or remove nodes from the cluster without needing to reissue the license. The FlexNet server licensing
option is available free of charge to eligible users running Q-Chem for Linux.


https://www.q-chem.com/install/
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2.1.2 Installation Requirements
2.1.2.1 Execution Environment

Q-CHEM is shipped as a single executable along with several scripts. No compilation is required. Once the package is
installed it is ready to run. Please refer to the installation notes for your particular platform, which are distributed with
the software. The system software required to run Q-CHEM on your platform is minimal, and includes:

* A suitable operating system.

* Run-time libraries (usually provided with your operating system).

Please check the Q-CHEM web site (www . g—chem. com) or contact Q-CHEM support (support@g-chem.com)
if further details are required.

2.1.2.2 Hardware Platforms and Operating Systems

Q-CHEM runs on a wide variety of computer systems, ranging from Intel and AMD microprocessor-based PCs and
workstations, to high-performance server nodes used in clusters and supercomputers. Q-CHEM supports the Linux,
Mac, and Windows operating systems. To determine the availability of a specific platform or operating system, please

contact support@g—chem. com.

2.1.2.3 Memory and Disk Requirements

Memory

Q-CHEM, Inc. has endeavored to minimize memory requirements and maximize the efficiency of memory usage. Still,
the larger the structure or the higher the level of theory, the more memory is needed. Although Q-CHEM can be run
successfully in very small-memory environments, this is seldom an issue nowadays and we recommend 2 GB per CPU
core as a minimum. Q-CHEM also offers the ability for user control of important, memory-intensive aspects of the
program. In general, the more memory your system has, the larger the calculation you will be able to perform.

Q-CHEM uses two types of memory: a chunk of static memory that is used by multiple data sets and managed by the
code, and dynamic memory which is allocated using system calls. The size of the static memory is specified by the
user through the $rem variable MEM_STATIC and has a default value of 192 MB.

The $rem variable MEM_TOTAL specifies the limit of the total memory the user’s job can use. The default value is
sufficiently large that on most machines it will allow Q-CHEM to use all the available memory. This value should be
reduced on machines where this is undesirable (for example if the machine is used by multiple users). The limit for
the dynamic memory allocation is given by (MEM_TOTAL — MEM_STATIC). The amount of MEM_STATIC needed
depends on the size of the user’s particular job. Please note that one should not specify an excessively large value for
MEM_STATIC, otherwise it will reduce the available memory for dynamic allocation. Memory settings in CC, EOM,
and ADC calculations are described in Section 6.16. The use of $rem variables will be discussed in the next Chapter.

Disk

The Q-CHEM executables, shell scripts, auxiliary files, samples and documentation require about 1.4GB of disk space,
depending on the platform. The default Q-CHEM output, which is printed to the designated output file, is usually only
a few kilobytes. This will be exceeded, of course, in difficult geometry optimizations, QM/MM and QM/EFP jobs,
as well as in cases where users invoke non-default print options. In order to maximize the capabilities of your copy

of Q-CHEM, additional disk space is required for scratch files created during execution, and these are automatically
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deleted upon normal termination of a job. The amount of disk space required for scratch files depends critically on the
type of job, the size of the molecule and the basis set chosen.

Q-CHEM uses direct methods for Hartree-Fock and density functional theory calculations, which do not require a large
amount of scratch disk space. Wave function-based correlation methods, such as MP2 and coupled-cluster theory,
require substantial amounts of temporary (scratch) disk storage, and the faster the access speeds, the better these jobs
will perform. With the low cost of disk drives, it is feasible to have between 100 and 1000 GB of scratch space available
as a dedicated file system for these large temporary job files. The more you have available, the larger the jobs you will
be able to run. In the case of some jobs, like MP2, the jobs will also run faster as two-electron integrals are computed
less often.

2.1.3 Q-CHEM Auxiliary files (3QCAUX)

The $QCAUX environment variable determines the directory where Q-CHEM searches for auxiliary files and the ma-

chine license. If not set explicitly, it defaults to $SQC/gcaux.

The $QCAUX directory contains files required to run Q-CHEM calculations, including basis set and ECP specifica-
tions, SAD guesses (see Chapter 4), library of standard effective fragments (see Section 11.5), and instructions for the
AOINTS package for generating two-electron integrals efficiently.

2.1.4 Q-CHEM Run-time Environment Variables

Q-CHEM requires the following shell environment variables setup prior to running any calculations:

QC Defines the location of the Q-CHEM directory structure. The gchem.install shell script
determines this automatically.

QCAUX Defines the location of the auxiliary information required by Q-CHEM, which includes the li-
cense required to run Q-CHEM. If not explicitly set by the user, this defaults to $QC/gcaux.

QCSCRATCH Defines the directory in which Q-CHEM will store temporary files. Q-CHEM will usually remove

these files on successful completion of the job, but they can be saved, if so wished. Therefore,
$QCSCRATCH should not reside in a directory that will be automatically removed at the end of
a job, if the files are to be kept for further calculations.
Note that many of these files can be very large, and it should be ensured that the volume
that contains this directory has sufficient disk space available. The $QCSCRATCH directory
should be periodically checked for scratch files remaining from abnormally terminated jobs.
SQCSCRATCH defaults to the working directory if not explicitly set. Please see section 2.2 for
details on saving temporary files and consult your systems administrator.

QCLOCALSCR  On certain platforms, such as Linux clusters, it is sometimes preferable to write the temporary
files to a disk local to the node. $QCLOCALSCR specifies this directory. The temporary files
will be copied to SQCSCRATCH at the end of the job, unless the job is terminated abnormally.
In such cases Q-CHEM will attempt to remove the files in $QCLOCALSCR, but may not be able
to due to access restrictions. Please specify this variable only if required.

2.1.5 User Account Adjustments

In order for individual users to run Q-CHEM, User file access permissions must be set correctly so that the user can
read, write and execute the necessary Q-CHEM files. It may be advantageous to create a gchem user group on your

machine and recursively change the group ownership of the Q-CHEM directory to gchem group.
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The Q-CHEM run-time environment need to be initiated prior to running any Q-CHEM calculations, which is done
by sourcing the environment setup script qcenv.sh (for bash) or qcenv.csh (for csh and tcsh) placed in your Q-CHEM
top directory after a successful installation. It might be more convenient for user to include the Q-CHEM environment
setup in their shell startup script, e.g., . cshrc or . tcshrce for csh or tesh, respectively, or . bashrc for bash.

If using the csh or tcsh shell, add the following lines to the . cshrc file in the user’s home directory:

#
setenv QC gchem_root_directory_name
setenv QCSCRATCH scratch_directory_name

source $QC/gcenv.csh
#

If using the Bourne-again shell (bash), add the following lines to the .bashrc file in the user’s home directory:

#

export QC=gchem_root_directory_name
export QCSCRATCH=scratch_directory_name
$QC/gcenv.sh

2.1.6 Further Customization

Q-CHEM has developed a simple mechanism for users to set user-defined long-term defaults to override the built-in
program defaults. Such defaults may be most suited to machine specific features such as memory allocation, as the total
available memory will vary from machine to machine depending on specific hardware and accounting configurations.
However, users may identify other important uses for this customization feature. Q-CHEM obtains input initialization
variables from four sources:

1. User input file
SHOME/ . gchemrc file

$QC/config/preferences file

el

“Factory installed” program defaults

Input mechanisms higher in this list override those that are lower. Mechanisms #2 and #3 allow the user to specify
alternative default settings for certain variables that will override the Q-CHEM “factory-installed” defaults. This can
be done by a system administrator via a preferences file added to the $QC/config directory, or by an individual
user by means of a . gchemrc file in her home directory.

Note: The . gchemrc and preferences files are not requisites for running Q-CHEM and currently only support
keywords in the $rem input section.

The format of the . gchemrc and preferences files consists of a $rem keyword section, as in the Q-CHEM input
file, terminated with the usual $end keyword. Any other Swhatever section will be ignored. To aid in reproducibility,
a copy of the .gchemrc file (if present) is included near the top of the job’s output file. (The .gchemrc and
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preferences files must have file permissions such that they are readable by the user invoking Q-CHEM.) The

format of both of these files is as follows:

Srem
rem_variable option comment
rem_variable option comment
Send

Example 2.2.1 An example of a . gchemrc file to override default $rem settings for all of the user’s Q-CHEM jobs.

Srem
DIIS_SUBSPACE_SIZE 5 Modify max DIIS subspace size
THRESH 10 10x* (-10) threshold
MAX_SCF_CYCLES 100 More than the default of 50
Send

The following $rem variables are specifically recommended as those that a user might want to customize:

* MEM_STATIC

SCF_CONVERGENCE

¢ THRESH

* MAX_SCF_CYCLES

* GEOM_OPT_MAX_CYCLES

2.2 Running Q-CHEM

2.2.1 General Usage

Once installation is complete, and any necessary adjustments are made to the user account, the user is now able to run
Q-CHEM. There are several ways to invoke Q-CHEM:

1. IQMoL offers a fully integrated graphical interface for the Q-CHEM package and includes a sophisticated input
generator with contextual help which is able to guide you through the many Q-CHEM options available. It also
provides a molecular builder, job submission and monitoring tools, and is able to visualize molecular orbitals,
densities and vibrational frequencies. For the latest version and download/installation instructions, please see the

IQMOL homepage (www . igqmol.org).

2. gchem command line shell script. The simple format for command line execution is given below. The remainder

of this manual covers the creation of input files in detail.
3. Via a third-party graphical user interface (GUI). The two most popular ones are:

* A general web-based interface for electronic structure software, WEBMO

(www.webmo . net).

* Wavefunction’s SPARTAN user interface on some platforms. Contact Wavefunction, Inc.
(www.wavefun.com) or Q-CHEM for full details of current availability.


www.iqmol.org
www.webmo.net
www.wavefun.com
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Using the Q-CHEM command line shell script (gchem) is straightforward provided Q-CHEM has been correctly in-
stalled on your machine and the necessary environment variables have been set in your .cshrc, .profile, or
equivalent login file. If done correctly, the necessary changes will have been made to the SPATH variable automati-
cally on login so that Q-CHEM can be invoked from your working directory.

The gchem shell script can be used in either of the following ways:

gchem infile outfile
gchem infile outfile savename
gchem -save infile outfile savename

gchem -archive infile outfile

where infile is the name of a suitably formatted Q-CHEM input file (detailed in Chapter 3, and the remainder of this

manual), and the out £ile is the name of the file to which Q-CHEM will place the job output information.
Note: If the out £ile already exists in the working directory, it will be overwritten.

The use of the savename command line variable allows the saving of a few key scratch files between runs, and is
necessary when instructing Q-CHEM to read information from previous jobs. If the savename argument is not given,
Q-CHEM deletes all temporary scratch files at the end of a run. The saved files are in SQCSCRATCH/savename/,
and include files with the current molecular geometry, the current molecular orbitals and density matrix and the current
force constants (if available). The —save option in conjunction with savename means that all temporary files are
saved, rather than just the few essential files described above. Normally this is not required. When $QCLOCALSCR
has been specified, the temporary files will be stored there and copied to SQCSCRATCH/savename/ at the end of

normal termination.

The name of the input parameters infile, out £ile and save can be chosen at the discretion of the user (usual UNIX
file and directory name restrictions apply). It maybe helpful to use the same job name for infile and outfile, but
with varying suffixes. For example:

localhost—-1> gchem water.in water.out &

invokes Q-CHEM where the input is taken from water . in and the output is placed into water.out. The & places
the job into the background so that you may continue to work in the current shell.

localhost—-2> gchem water.com water.log water &

invokes Q-CHEM where the input is assumed to reside in water . com, the output is placed into water . log and the
key scratch files are saved in a directory $QCSCRATCH/water/.

2.2.1.1 OpenMP Parallelization

Parallel execution of Q-CHEM can be threaded across multiple processors on a single node using the OpenMP protocol.
To run a Q-CHEM calculation with OpenMP threads, specify the number of threads (nthreads) using the gchem com-
mand option -nt. Since each thread uses one CPU core, you should not specify more threads than the total number of

available CPU cores for performance reason. When unspecified, the number of threads defaults to 1 (serial calculation).

gchem -nt nthreads infile outfile
gchem -nt nthreads infile outfile save

gchem -save —-nt nthreads infile outfile save
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To run parallel Q-CHEM via the Slurm job scheduling system, add the -slurm command line argument when starting
Q-CHEM. For example:

gchem -slurm -nt nthreads infile outfile

On computer systems with other batch schedulers such as PBS, users may need to set QCMPIRUN environment vari-
able to point to the mpirun command used in the system. For further details users should read the SQC/README . Parallel
file, and contact Q-CHEM if any problems are encountered (support@g—-chem. com).

2.2.1.2 GPU-accelerated Q-CHEM with BRIANQC

Starting with version 5.0, the core parts of Q-CHEM calculations can be accelerated using the BRIANQC GPU module.
It does so by providing routines for computing all components of the Fock matrix (Eq. (4.18)): the core Hamiltonian,
Coulomb, exchange, and exchange-correlation (Eq. (5.9)) integrals, along with their first derivatives and the most time-
consuming parts of their second derivatives. This can lead to significant speedups when computing Hartree-Fock and
density functional theory energies, gradients, vibrational frequencies, and other calculations requiring these quantities.
Range-separated hybrid density functionals, where the exchange contribution is split into two terms (Eq. (5.12)), are
also supported.

In order to invoke BRIANQC, pass the -gpu flag when starting Q-CHEM. Because BRIANQC does not accelerate all
parts of Q-CHEM calculations, and GPU acceleration works transparently with OpenMP threading, it is still important
to parallelize the remaining parts of a calculation using OpenMP threading.

gchem —-gpu —-nt nthreads infile outfile

Requirements for using BRIANQC are:

* A separate BRIANQC license

A 64-bit Linux or Windows-based operating system
* An Nvidia GPU based on the Pascal, Volta, Turing, or Ampere architecture
* A basis set with g angular momentum or lower functions

* Only one Q-CHEM calculation running per GPU

To learn more, visit https://www.briangc.com/.

2.2.2 Integration with IQMOL
2.2.2.1 Installation and Server Setup

IQMOL provides a fully integrated molecular builder and viewer for the Q-CHEM package. It is available for the
Windows, Linux, and Mac OS X platforms and instructions for downloading and installing the latest version can be

found at www.igqmol.org/downloads.html.

IQMOL can be run as a stand-alone package which is able to open existing Q-CHEM input/output files, but it can also be
used as a fully functional front end which is able to submit and monitor Q-CHEM jobs, and to analyze the resulting out-
put. By default, IQMOL submits Q-CHEM jobs to a server that is owned by Q-CHEM, Inc., which provides prospective


mailto:support@q-chem.com
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users with the opportunity to run short Q-CHEM demonstration jobs for free simply by downloading IQMOL, without
the need to install Q-CHEM.

For customers who own Q-CHEM, it is necessary to configure IQMOL to submit jobs to an appropriate server. To do
this, first ensure Q-CHEM has been correctly installed on the target machine and can be run from the command line.
Second, open IQMOL and carry out the following steps:

1. Select the Calculation—Edit Servers menu option. A dialog will appear with a list of configured servers (which

will initially be empty).

2. Click the Add New Server button with the ‘+” icon. This opens a dialog which allows the new server to be
configured. The server is the machine which has your Q-CHEM installation.

3. Give the server a name (this is simply used to identify the current server configuration and does not have to match
the actual machine name) and select if the machine is local (i.e. the same machine as IQMOL is running on) or
remote.

4. If there is PBS software running on the server, select the PBS ‘“Type’ option, otherwise in most cases the Basic

option should be sufficient. Please note that the server must be Linux based and cannot be a Windows server.

5. If required, the server can be further configured using the Configure button. Details on this can be found in the
embedded IQMOL help which can be accessed via the Help—Show Help menu option.

6. For non-PBS servers the number of concurrent Q-CHEM jobs can be limited using a simple inbuilt queuing
system. The maximum number of jobs is set by the Job Limit control. If the Job Limit is set to zero the queue is
disabled and any number of jobs can be run concurrently. Please note that this limit applies to the current IQMOL

session and does not account for jobs submitted by other users or by other IQMOL sessions.
7. The $QC environment variable should be entered in the given box.

8. For remote servers the address of the machine and your user name are also required. IQMOL uses SSH2 to
connect to remote machines and the most convenient way to set this up is by using authorized keys () for details
on how these can be set up). IQMOL can then connect via the SSH Agent and will not have to prompt you for

your password. If you are not able to use an SSH Agent, several other authentication methods are offered:

* Public Key This requires you to enter your SSH passphrase (if any) to unlock your private key file. The

passphrase is stored in memory, not disk, so you will need to re-enter this each time IQMOL is run.

* Password Prompt This requires each server password to be entered each time IQMOL is run. Once the
connection has been established the memory used to hold the password is overwritten to reduce the risk of

recovery from a core dump.

Further configuration of SSH options should not be required unless your public/private keys are stored in a
non-standard location.

It is recommended that you test the server configuration to ensure everything is working before attempting to submit a
job. Multiple servers can be configured if you have access to more than one copy of Q-CHEM or have different account
configurations. In this case the default server is the first on the list and if you want to change this you should use the
arrow buttons in the Server List dialog. The list of configured servers will be displayed when submitting Q-CHEM jobs
and you will be able to select the desired server for each job.

Please note that while Q-CHEM is file-based, as of version 2.1 IQMOL uses a directory to keep the various files from a
calculation. More details can be found in the IQMOL user manual.


http://www.iqmol.org/downloads/IQmolUserGuide.pdf

Chapter 2: Installation, Customization, and Execution 58

2.2.2.2 Reading Q-CHEM Outputs

In addition to having IQmol communicate with Q-CHEM, it can work standalone by reading output files directly. A
number of file formats are supported:

* Q-CHEM outputs produced by running the gchem shell script (Section 2.2.1)

* Formatted checkpoint (. fchk) files: A formatted checkpoint file can be requested by setting GUI = 2 in the $rem
section of the input, or equivalently by setting IQMOL_FCHK = TRUE. The checkpoint file name is determined
by the SGUIFILE environment variable which by default is set to $ { input} . fchk.

* garchive files: We have created a new file format designed to overcome limitations of using text-based formats
with post-processing and visualization tools. The garchive format is HDF5-based, supports more of Q-CHEM’s
novel feature set than fchk files, and is tightly integrated with IQMOL. In order to create this file in your working
directory, pass the -archive flag to the gchem shell script. It is also always present in each job’s scratch directory
when the -save flag is used as SQCSCRATCH/savename/garchive.hb5.

and other standard formats, such as XYZ (. xyz) files.

2.2.3 Testing and Exploring Q-CHEM

Q-CHEM is shipped with a small number of test jobs which are located in the $QC/samples directory. If you wish to
test your version of Q-CHEM, run the test jobs in the samples directory and compare the output files with the reference
files (suffixed . out) of the same name.

These test jobs are not an exhaustive quality control test (a small subset of the test suite used at Q-CHEM, Inc.), but
they should all run correctly on your platform. If any fault is identified in these, or any output files created by your

version, do not hesitate to contact customer service immediately.

These jobs are also an excellent way to begin learning about Q-CHEM’s text-based input and output formats in detail.
In many cases you can use these inputs as starting points for building your own input files, if you wish to avoid reading
the rest of this manual!

Please check the Q-CHEM web page (www.g-chem.com) and the README files in the $QC/doc directory for

updated information.


http://www.q-chem.com
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Q-CHEM Inputs

3.1 IQMoOL

The easiest way to run Q-CHEM is by using the IQMOL interface which can be downloaded for free from www.
igmol.org. Before submitting a Q-CHEM job from you will need to configure a Q-CHEM server and details on how
to do this are given in Section 2.2.2 of this manual.

IQMoOL provides a free-form molecular builder and a comprehensive interface for setting up the input for Q-CHEM
jobs. Additionally calculations can be submitted to either the local or a remote machine and monitored using the
built in job monitor. The output can also be analyzed allowing visualization of molecular orbitals and densities, and
animation of vibrational modes and reaction pathways. A more complete list of features can be found at www . igmol.
org/features.html.

The IQMOL program comes with a built-in help system that details how to set up and submit Q-CHEM calculations.
This help can be accessed via the Help—Show Help menu option.

3.2 General Form

IQMOL (or another graphical interface) is the simplest way to control Q-CHEM. However, the low level command
line interface is available to enable maximum customization and allow the user to exploit all Q-CHEM’s features. The
command line interface requires a Q-CHEM input file which is simply an ASCII text file. This input file can be created

using your favorite editor (e.g., vi, emacs, jot, etc.) following the basic steps outlined in the next few chapters.

Q-CHEM'’s input mechanism uses a series of keywords to signal user input sections of the input file. As required, the
Q-CHEM program searches the input file for supported keywords. When Q-CHEM finds a keyword, it then reads the
section of the input file beginning at the keyword until that keyword section is terminated the $end keyword. A short
description of all Q-CHEM keywords is provided in Table 3.1 and the following sections. The user must understand
the function and format of the $molecule (Section 3.3) and $rem (Section 3.4) keywords, as these keyword sections are

where the user places the molecular geometry information and job specification details.


www.iqmol.org
www.iqmol.org
www.iqmol.org/features.html
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Table 3.1: A list of Q-CHEM input sections; the first two ($molecule
and $rem) are required for all jobs, whereas the rest are required only
for certain job types, or else are optional places to specify additional
job-control variables. Each input section (“$section’) should be termi-
nated with $end. See the SQC/samples directory that is included with
your release for specific examples of Q-CHEM input files using these

keywords.

Section Name

Description

Smolecule Contains the molecular coordinate input (input file requisite).
Srem Job specification and customization parameters (input file requisite).

. User-defined auxiliary basis set for resolution-of-identity calculations
Saux_basis

Saux_basis_j

Saux_basis_k

Saux_basis_corr

$basis
Scdft

$chem_sol
$comment
$complex_ccman

Secp

Sefei
Sefp_fragments
Sefp_params

Sempirical_dispersion

Seom_user_guess
Sexternal_charges
$fde
$force_field_params
Sharmonic_opt
Sintracule

Sisotopes

$localized_diabatization

(Chapter 8.4).

User-defined auxiliary basis set for resolution-of-identity Coulomb
calculations (Chapter 8.4).

User-defined auxiliary basis set for resolution-of-identity exact exchange
calculations (Chapter 8.4).

User-defined auxiliary basis set for resolution-of-identity correlation methods

(Chapter 8.4).
User-defined basis set information (Chapter 8).
Options for the constrained DFT method (Section 5.11).

Job control for the Q-CHEM/CHEMSOL interface (Langevin dipoles
model; Section 11.2.10).

User comments for inclusion into output file (Section B.1.5).

Contains parameters for complex-scaled and CAP-augmented EOM-CC
calculations (Chapter 7.10).

User-defined effective core potentials (Chapter 8.9).

Application of external forces in a geometry optimization (Section 9.6).
Specifies labels and positions of EFP fragments (Section 11.5).
Contains user-defined parameters for effective fragments (Section 11.5).

User-defined van der Waals parameters for DFT dispersion correction
(Section 5.7.3).

User-defined guess for EOM-CC calculations (Chapter 7.10).
Specifies external point charges and their positions (Section B.1.8).
Specifies frozen density embedding options (Section 11.7).

Force-field parameters for QM/MM calculations (Section 11.3).

Information for optimization with soft harmonic constraints (Section 9.4.7).

Intracule parameters (Section 13.2).
Isotopic substitutions for vibrational calculations (Section 10.9.2).

Information for mixing together multiple adiabatic states into diabatic
states (Chapter 10).

Continued on next page
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Table 3.1 —Continued from previous page

Section Name Description

Smagnet Job control for magnetic field-related response properties (Section 10.12.4).
Smass User-defined atomic mass (Chapter 9.10).

Smultipole_field Details of an external multipole field (Section B.1.11).

$nbo Options for the Natural Bond Orbital package (Section 10.3).

Soccupied Guess orbitals to be occupied (Section 4.4.4).

Sopt Constraint definitions for geometry optimizations (Section 9.4).

Spem Job control for polarizable continuum models (Section 11.2.4).

Splots Generate plotting information over a grid of points (Section 10.5).

$qct_active_modes
S$qct_vib_distribution
$qct_vib_phase

Information for quasi-classical trajectory calculations (Section 9.10.6).

Sqm_atoms Specify the QM region for QM/MM calculations (Section 11.3).
Sresponse Job control for the generalized response solver (Section 10.14).
Additional parameters and variables for implicit solvent models
$solvent .
(Section 11.2).
Ssmx Job control for SMz implicit solvent models (Section 11.2.9).
Sspin-spin Indices for atoms to include in spin-spin coupling calculations (Section 10.12.2.1).

$swap_occupied_virtual

Ssvp
Ssvpirf

$van_der _waals

Guess orbitals to be swapped (Section 4.4.4).
Special parameters for the iso-density SS(V)PE module (Section 11.2.6).
Initial guess for the iso-density SS(V)PE module (Section 11.2.6).

User-defined atomic radii for Langevin dipoles solvation (Section 11.2.10)
and PCMs (Section 11.2.3).

$velocity User-defined nuclear velocity for AIMD calculations (Chapter 9.10).
$xc_functional User-defined DFT exchange-correlation functional (Section 5.3.7).
$zbasis User-defined complex basis set information (Section 8.7).

$2pa Additional parameters for two-photon absorption calculations

(Section 7.10.20.6).

The keywords $rem and $molecule are required in any Q-CHEM input file

As each keyword has a different function, the format required for specific keywords varies somewhat, to account for
these differences (format requirements are summarized in Appendix B). However, because each keyword in the input
file is sought out independently by the program, the overall format requirements of Q-CHEM input files are much less
stringent. For example, the $molecule section does not have to occur at the very beginning of the input file.
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Note: (1) Users are able to enter keyword sections in any order.
(2) Each keyword section must be terminated with the $end keyword.
(3) The $rem and $molecule sections must be included.
(4) It is not necessary to have all keywords in an input file.
(5) Each keyword section is described in Appendix B.
(6) The entire Q-CHEM input is case-insensitive.

The second general aspect of Q-CHEM input is that there are effectively four input sources:

 User input file (required)
* .gchemrc file in $HOME (optional)
* preferences file in $QC/config (optional)

* Internal program defaults and calculation results (built-in)

The order of preference is as shown, i.e., the input mechanism offers a program default override for all users, default
override for individual users and, of course, the input file provided by the user overrides all defaults. Refer to Sec-
tion 2.1.6 for details of .gchemrc and preferences. Currently, Q-CHEM only supports the $rem keyword in

.gqchemrc and preferences files.

In general, users will need to enter variables for the $molecule and $rem keyword section and are encouraged to add a
$comment for future reference. The necessity of other keyword input will become apparent throughout the manual.

3.3 Molecular Coordinate Input ($molecule)

3.3.1 Introduction

The $molecule section communicates to the program the charge, spin multiplicity, and geometry of the molecule being
considered. The molecular coordinates input begins with two integers: the net charge and the spin multiplicity of the
molecule. The net charge can be any integer, including O for neutral molecules, positive for cations, negative for anions.
The multiplicity can be any integer as well (1 for a singlet, 2 for a doublet, 3 for a triplet, etc.). Each subsequent line of
the molecular coordinate input corresponds to a single atom in the molecule (or dummy atom), regardless of whether

using Z-matrix internal coordinates or Cartesian coordinates.

Note: The coordinate system used for declaring an initial molecular geometry by default does not affect that used in
a geometry optimization procedure. See Chapter 9.1 which discusses the geometry optimization packages in
further detail.

Q-CHEM begins all calculations by rotating and translating the user-defined molecular geometry into a Standard Nu-

clear Orientation whereby the center of nuclear charge is placed at the origin. This is a standard feature of most quantum

chemistry programs. This action can be turned off by using SYM_IGNORE TRUE.

Note: SYM_IGNORE = TRUE will also turn off determining and using of the point group symmetry.

Note: Q-CHEM ignores commas and equal signs, and requires all distances, positions and angles to be entered as
Angstroms and degrees unless the INPUT_BOHR $rem variable is set to TRUE, in which case all lengths are
assumed to be in bohr.
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3.3.2 Specifying the Molecular Coordinates Manually
3.3.2.1 Cartesian Coordinates

Q-CHEM can accept a list of N atoms and their 3N Cartesian coordinates. The atoms can be entered either as atomic
numbers or atomic symbols where each line corresponds to a single atom. The Q-CHEM format for declaring a
molecular geometry using Cartesian coordinates (in Angstroms) is:

atom x-coordinate y-coordinate =z-coordinate

Note: The geometry can by specified in bohr by setting the $rem variable INPUT_BOHR equal to TRUE.

Example 3.3.1 Atomic number Cartesian coordinate input for HoO. The first line species the molecular charge and
multiplicity, respectively.

Smolecule
01
8 0.000000 0.000000 -0.212195
1 1.370265 0.000000 0.848778
1 -1.370265 0.000000 0.848778
Send

Example 3.3.2 Atomic symbol Cartesian coordinate input for HyO.

Smolecule
01
O 0.000000 0.000000 -0.212195
H 1.370265 0.000000 0.848778
H -1.370265 0.000000 0.848778
Send

Note:

1. Atoms can be declared by either atomic number or symbol.
2. Coordinates can be entered either as variables/parameters or real numbers.
3. Variables/parameters can be declared in any order.

4. A single blank line separates parameters from the atom declaration.

Once all the molecular Cartesian coordinates have been entered, terminate the molecular coordinate input with the $end
keyword.

3.3.2.2 Z-matrix Coordinates

For small molecules, Z-matrix notation is a common input format. The Z-matrix defines the positions of atoms relative
to previously defined atoms using a length, an angle and a dihedral angle. Again, note that all bond lengths and angles
must be in Angstroms and degrees, unless INPUT_BOHR is set to TRUE, in which case bond lengths are specified in
bohr.

Note: As with the Cartesian coordinate input method, Q-CHEM begins a calculation by taking the user-defined coor-
dinates and translating and rotating them into a Standard Nuclear Orientation.
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The first three atom entries of a Z-matrix are different from the subsequent entries. The first Z-matrix line declares
a single atom. The second line of the Z-matrix input declares a second atom, refers to the first atom and gives the
distance between them. The third line declares the third atom, refers to either the first or second atom, gives the
distance between them, refers to the remaining atom and gives the angle between them. All subsequent entries begin
with an atom declaration, a reference atom and a distance, a second reference atom and an angle, a third reference atom
and a dihedral angle. This can be summarized as:

1. First atom.
2. Second atom, reference atom, distance.

3. Third atom, reference atom A, distance between A and the third atom, reference atom B, angle defined by atoms
A, B and the third atom.

4. Fourth atom, reference atom A, distance, reference atom B, angle, reference atom C, dihedral angle (A, B, C and
the fourth atom).

5. All subsequent atoms follow the same basic form as (4)

Example 3.3.3 Z-matrix input for hydrogen peroxide

o1

02 01l 00

H1 o1 ho 02 hoo

H2 02 ho o1l hoo H1 hooh

Line 1 declares an oxygen atom (O1). Line 2 declares the second oxygen atom (O2), followed by a reference to the
first atom (O1) and a distance between them denoted oo. Line 3 declares the first hydrogen atom (H1), indicates it is
separated from the first oxygen atom (O1) by a distance HO and makes an angle with the second oxygen atom (O2)
of hoo. Line 4 declares the fourth atom and the second hydrogen atom (H2), indicates it is separated from the second
oxygen atom (O2) by a distance HO and makes an angle with the first oxygen atom (O1) of hoo and makes a dihedral
angle with the first hydrogen atom (H1) of hooh.

Some further points to note are:

* Atoms can be declared by either atomic number or symbol.

— If declared by atomic number, connectivity needs to be indicated by Z-matrix line number.

— If declared by atomic symbol either number similar atoms (e.g., H1, H2, O1, O2 etc.) and refer connectivity
using this symbol, or indicate connectivity by the line number of the referred atom.

* Bond lengths and angles can be entered either as variables/parameters or real numbers.

— Variables/parameters can be declared in any order.

— A single blank line separates parameters from the Z-matrix.
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All the following examples are equivalent in the information forwarded to the Q-CHEM program.

Example 3.3.4 Using parameters to define bond lengths and angles, and using numbered symbols to define atoms and
indicate connectivity.

Smolecule
01
o1
02 01 oo
H1 01 ho 02 hoo
H2 02 ho 01 hoo H1l hooh

0o = 1.5

oh = 1.0

hoo = 120.0

hooh = 180.0
Send

Example 3.3.5 Not using parameters to define bond lengths and angles, and using numbered symbols to define atoms
and indicate connectivity.

Smolecule

01

01

02 01 1.5

H1 01 1.0 02 120.0

H2 02 1.0 01 120.0 H1 180.0
Send

Example 3.3.6 Using parameters to define bond lengths and angles, and referring to atom connectivities by line

number.

Smolecule
01
8
8 1 oo
1 1 ho 2 hoo
1 2 ho 1 hoo 3 hooh
00 = 1.5
oh = 1.0
hoo = 120.0
hooh = 180.0

Send

Example 3.3.7 Referring to atom connectivities by line number, and entering bond length and angles directly.

Smolecule

01

8

8 1 1.5

1 1 1.0 2 120.0

1 2 1.0 1 120.0 3 180.0
Send

Obviously, a number of the formats outlined above are less appealing to the eye and more difficult for us to interpret
than the others, but each communicates exactly the same Z-matrix to the Q-CHEM program.
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3.3.2.3 Dummy Atoms

Dummy atoms are indicated by the identifier X and followed, if necessary, by an integer. (e.g., X1, X2. Dummy
atoms are often useful for molecules where symmetry axes and planes are not centered on a real atom, and have also

been useful in the past for choosing variables for structure optimization and introducing symmetry constraints.

Note: Dummy atoms play no role in the quantum mechanical calculation, and are used merely for convenience in

specifying other atomic positions or geometric variables.

3.3.3 Reading Molecular Coordinates from a Previous Job or File

Often users wish to perform several calculations in sequence, where the later calculations rely on results obtained from
the previous ones. For example, a geometry optimization at a low level of theory, followed by a vibrational analysis and
then, perhaps, single-point energy at a higher level. Rather than having the user manually transfer the coordinates from
the output of the optimization to the input file of a vibrational analysis or single point energy calculation, Q-CHEM can

transfer them directly from job to job.

To achieve this requires that:

» The READ variable is entered into the molecular coordinate input

* Scratch files from a previous calculation have been saved. These may be obtained explicitly by using the save
option across multiple job runs as described below and in Chapter 2, or implicitly when running multiple calcu-
lations in one input file, as described in Section 3.5.

Example 3.3.8 Reading a geometry from a prior calculation.

Smolecule
READ
Send

In this example, the job! scratch files are saved in a directory SQCSCRATCH/jobl and are then made available to the

Jjob2 calculation. This is achieved with the following commands:

localhost-1> gchem jobl.in jobl.out Jjobl
localhost—-2> gchem job2.in job2.out jobl

In this example, the job1 scratch files are saved in a directory SQCSCRATCH/ job1l and are then made available to
the job2 calculation.

Note: The program must be instructed to read specific scratch files by the input of job2.

The READ function can also be used to read molecular coordinates from a second input file. The format for the
coordinates in the second file follows that for standard Q-CHEM input, and must be delimited with the $molecule and

$end keywords.

Example 3.3.9 Reading molecular coordinates from another file. £ilename may be given either as the full file path,
or path relative to the working directory.

Smolecule
READ filename
Send
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3.4 Job Specification: The $rem Input Section

The $rem section in the input file is the means by which users specify the type of calculation that they wish to perform
(i.e., level of theory, basis set, convergence criteria, additional special features, efc.). The keyword $rem signals the
beginning of the overall job specification. Within the $rem section the user inserts $rem variables (one per line) which

define the essential details of the calculation. The allowed format is either
REM_VARIABLE VALUE [ comment ]

or alternatively
REM_VARIABLE = VALUE [ comment ]

The “=" sign is automatically discarded and only the first two remaining arguments are read, so that all remaining text is
ignored and can be used to place comments in the input file. Thus the $rem section that provides Q-CHEM job control

takes the form shown in the following example.

The general format of the $rem section of the text input file is

Srem
REM_VARIABLE value [ comment ]
REM_VARIABLE value [ comment ]
Send

Note:

1. Tab stops can be used to format input.
2. Aline prefixed with an exclamation mark ‘!’ is treated as a comment and will be ignored by the program.
3. $rem variables are case-insensitive (as is the whole Q-CHEM input file).

4. Depending on the particular $rem variable, “value” may be a keyword (string), an integer, or a logical
value (true or false).

5. A complete list of $rem variables can be found in Appendix B.

In this manual, $rem variables will be described using the following format:

REM_VARIABLE _NAME

A short description of what the variable controls.
TYPE:

The type of variable INTEGER, LOGICAL or STRING)
DEFAULT:

The default value, if any.
OPTIONS:

A list of the options available to the user.
RECOMMENDATION:

A brief recommendation, where appropriate.

For example:
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IQMOL_FCHK
Controls printing of a formatted checkpoint file that can be read by the IQMOL program.
TYPE:
LOGICAL
DEFAULT:
FALSE Do not generate the checkpoint file.
OPTIONS:
TRUE  Generate a checkpoint file named input filename. fchk.

RECOMMENDATION:
For many Q-CHEM jobs there is no reason not to generate the checkpoint file. Note that GUI = 2

(used by IQMOL) is synonymous with IQMOL_FCHK = TRUE.

If a default setting is indicated for a particular $rem variable, then it is not necessary to declare that variable in order
for the default setting to be used. For example, the default value for the variable JOBTYPE is SP, indicating a single-
point energy calculation, so to perform such a calculation the user does not need to set the JOBTYPE variable. To
perform a geometry optimization, however, it is necessary to override this default by setting JOBTYPE = OPT. System
administrator preferences for default $rem settings can be specified in the $QC/config/preferences file, and
user preferences in a SHOME/ . gchemrc file, both of which are described in Section 2.1.6.

Q-CHEM provides defaults for most $rem variables, but the user will always have to stipulate a few others. In a single
point energy calculation, for example, the minimum requirements will be BASIS (defining the basis set) and METHOD
(defining the level of theory for correlation and exchange). For example, METHOD = HF invokes a Hartree-Fock
calculation, whereas METHOD = CIS specifies a CIS excited-state calculation.

Example 3.3.10 Example of minimal $rem requirements to run an MP2/6-31G* single-point energy calculation.

Srem
BASIS 6-31Gx* Just a small basis set
METHOD mp2 MP2

Send

The level of theory can alternatively be specified by setting values for two other $rem variables, EXCHANGE (defining
the level of theory to treat exchange) and CORRELATION (defining the level of theory to treat electron correlation, if
required). For excited states computed using equation-of-motion (EOM) methods (Chapter 7), there is a third $rem
variable, EOM_CORR, which specifies the level of correlation for the target states.

For DFT calculations, METHOD specifies an exchange-correlation functional; see Section 5.4 for a list of supported
functionals. For wave function approaches, supported values of METHOD can be found in Section 6.1 for ground-state
methods and in Section 7.1 for excited-state methods. If a wave function-based correlation treatment such as MP2 or
CC is requested using the CORRELATION keyword, then HF is taken as the default for EXCHANGE.

3.5 Multiple Jobs in a Single File: Q-CHEM Batch Jobs

It is sometimes useful to place a sequence of jobs into a single Q-CHEM input file, where the individual inputs should
be separated from one another by a line consisting of the string @@Q@. The output from these jobs is then appended
sequentially to a single output file. This is useful to (a) use information obtained in a prior job (i.e., an optimized

geometry) in a subsequent job; or (b) keep related calculations together in a single output file.

Some limitations should be kept in mind:
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* The first job will overwrite any existing output file of the same name in the working directory. Restarting the job

will also overwrite any existing file.

* Q-CHEM reads all the jobs from the input file immediately and stores them. Therefore no changes can be made
to the details of subsequent jobs following command-line initiation of Q-CHEM, even if these subsequent jobs

have not yet run.
« If any single job fails, Q-CHEM proceeds to the next job in the batch file, for good or ill.

* No check is made to ensure that dependencies are satisfied, or that information is consistent. For example, in a
geometry optimization followed by a frequency calculation, no attempt is made by the latter to check that the
optimization was successful. When reading MO coefficients from a previous job, it is the user’s responsibility to
ensure that the basis set is the same in both calculations, as this is assumed by the program.

* Scratch files are saved from one job to the next in a batch job, so that information from previous jobs can be shared
with subsequent ones, but are deleted upon completion of the entire batch job unless the —save command-line

argument is supplied, as discussed in Chapter 2.

The following example requests a batch job consisting of (i) a HF/6-31G* geometry optimization; followed by (i7) a
frequency calculation at the same level of theory that uses the previously-optimized geometry (and also reads in the
final MOs from the optimization job); and finally (¢77) a single-point calculation at the same geometry but at a higher
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level of theory, MP2/6-311G(d,p).

Example 3.11 Example of using information from previous jobs in a single input file.

Scomment
Optimize H-H at HF/6-31Gx
Send

Smolecule
01

Send

Srem
JOBTYPE opt Optimize the bond length
METHOD hf
BASIS 6-31G*

Send

eea

Scomment
Now calculate the frequency of H-H at the same level of theory.
Send

Smolecule
read
Send

Srem
JOBTYPE freq Calculate vibrational frequency
METHOD hf
BASIS 6-31G*
SCF_GUESS read Read the MOs from disk
Send

QEeE
Scomment
Now a single point calculation at at MP2/6-311G(d,p)//HF/6-31G*

Send
Smolecule

read
Send
Srem

METHOD mp2

BASIS 6-311G (d, p)
Send

3.6 Q-CHEM Output File

When Q-CHEM is invoked using

# gchem infile outfile
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the output file outfile contains a variety of information, depending on the type of job(s), but in general consists of the

following.

Note:

Q-CHEM citation

User input (for record-keeping purposes)

Molecular geometry in Cartesian coordinates

Molecular point group, nuclear repulsion energy, number of a- and /3-spin electrons
Basis set information (number of functions, shells and function pairs)
SCF details (method, guess, and convergence procedure)

Energy and DIIS error for each SCF iteration

Results of any post-SCF calculation that is requested

Results of any excited-state calculation that is requested

Molecular orbital symmetries and energies

Wave function analysis

Message signaling successful job completion

If outfile above already exists when the job is started, then the existing file is overwritten with the results of the

new calculation.
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Self-Consistent Field Ground-State Methods

4.1 Introduction

"3% involve two principle approximations. One must specify, first of all, the type of

Theoretical “model chemistries
atomic orbital (AO) basis set that will be used to construct molecular orbitals (MOs), via the “linear combination of
atomic orbitals” (LCAO) ansatz, available options for which are discussed in Chapters 8 and 8.9. Second, one must
specify the manner in which the instantaneous interactions between electrons (“electron correlation”) are to be treated.
Self-consistent field (SCF) methods, in which electron correlation is described in a mean-field way, represent the sim-
plest, most affordable, and most widely-used electronic structure methods. The SCF category of methods includes
both Hartree-Fock (HF) theory as well as Kohn-Sham (KS) density functional theory (DFT). This Chapter summarizes
Q-CHEM’s SCF capabilities, while Chapter 5 provides further details specific to DFT calculations. Chapter 6 describes
the more sophisticated (but also more computationally expensive!) post-HF, wave function-based methods for describ-
ing electron correlation. If you are new to quantum chemistry, we recommend an introductory textbook such as Refs.

38, 84, or 44.

Section 4.2 provides the theoretical background behind SCF methods, including both HF and KS-DFT. In some sense,
the former may be considered as a special case of the latter, and job-control $rem variables are much the same in both
cases. Basic SCF job control is described in Section 4.3. Later sections introduce more specialized options that can be

consulted as needed. Of particular note are the following:
* Initial guesses for SCF calculations (Section 4.4). Modification of the guess is recommended in cases where the
SCEF calculation fails to converge.

* Changing the SCF convergence algorithm (Section 4.5) is also a good strategy when the SCF calculation fails to

converge.
* Linear-scaling, “O(N)”, and other reduced-cost methods are available for large systems (see Section 4.6).

* Unconventional SCF calculations. Some non-standard SCF methods with novel physical and mathematical fea-

tures are available. These include:

— Dual-basis SCF calculations (Section 4.7) and DFT perturbation theory (Section 4.8), which facilitate large-
basis quality results but require self-consistent iterations only in a smaller basis set.
— SCF meta-dynamics (Section 4.9.2), which can be used to locate multiple solutions to the SCF equations

and to help check that the solution obtained is actually the lowest minimum.

Some of these unconventional SCF methods are available exclusively in Q-CHEM.
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4.2 Theoretical Background

4.2.1 SCF and LCAO Approximations

The fundamental equation of non-relativistic quantum chemistry is the time-independent Schrodinger equation,
H(R,r) ¥(R,r) = E(R) ¥(R,1). .1

In quantum chemistry, this equation is solved as a function of the electronic variables (r), for fixed values of the nuclear
coordinates (R). The Hamiltonian operator in Eq. (4.1) is

ﬁ:—liﬁz—}i ZAZ ii +ZsumM ZaZs 4.2)
2 i=1 ' 2 A:l 1A= iAo Jj>i T A= P Rap. Rap
in atomic units, where
V2 = o + — o 6—2 . 4.3)

022 ' 9y? 822
In Eq. (4.2), Z is the nuclear charge, M 4 is the ratio of the mass of nucleus A to the mass of an electron, Rap =
R4 — Rp| is the distance between nuclei A and B, r;; = [r; — 1| is the distance between the ith and jth electrons,
r; 4 = |r; — R4 is the distance between the ith electron and the Ath nucleus, M is the number of nuclei and N is the

number of electrons. The total energy F is an eigenvalue of H, with a corresponding eigenfunction (wave function),
v,

Separating the motions of the electrons from that of the nuclei, an idea originally due to Born and Oppenheimer,® yields

the electronic Hamiltonian operator

\ X

i=1 A=1 ¢

NJM—\
<
S

N N
1
E E — 4.4
T
i=1 j>i
The solution of the corresponding electronic Schrodinger equation,

-[:Ielec \I/elec = Lrelec \Ilelec ) (45)

affords the total electronic energy, Fejec, and electronic wave function, .., which describes the distribution of the
electrons for fixed nuclear positions. The total energy is obtained by simply adding the nuclear—nuclear repulsion
energy [the fifth term in Eq. (4.2)] to the total electronic energy:

Etot = Eelec + Enuc . (46)

Solving the eigenvalue problem in Eq. (4.5) yields a set of eigenfunctions (¥y, W1, U5 ...) with corresponding eigen-
values Fg < Fy < Fy <

Our interest lies in determining the lowest eigenvalue and associated eigenfunction which correspond to the ground
state energy and wave function of the molecule. However, solving Eq. (4.5) for other than the most trivial systems is
extremely difficult and the best we can do in practice is to find approximate solutions.

The first approximation used to solve Eq. (4.5) is the independent-electron (mean-field) approximation, in which the
wave function is approximated as an antisymmetrized product of one-electron functions, namely, the MOs. Each MO
is determined by considering the electron as moving within an average field of all the other electrons. This affords the

well-known Slater determinant wave function’*7>

xi(1) x2(1) -+ xa(1)

X1F2) xQ.(2) Xn.(2) 7

xi(n) xa2(n) - xa(n)
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where X, a spin orbital, is the product of a molecular orbital ¢; and a spin function (« or f3).

One obtains the optimum set of MOs by variationally minimizing the energy in what is called a “self-consistent field”
or SCF approximation to the many-electron problem. The archetypal SCF method is the Hartree-Fock (HF) approxi-
mation, but these SCF methods also include KS-DFT (Chapter 5). All SCF methods lead to equations of the form

FG) x(xi) = e x(xi) (4.8)

where the Fock operator f(i) for the ith electron is

~ 1~
fli) = —§V? + Vest (4) - (4.9)

Here x; are spin and spatial coordinates of the ith electron, the functions x are spin orbitals and veg is the effective
potential “seen” by the ith electron, which depends on the spin orbitals of the other electrons. The nature of the effective
potential v.g depends on the SCF methodology, i.e., on the choice of density-functional approximation.

The second approximation usually introduced when solving Eq. (4.5) is the introduction of an AO basis {¢,,} linear
combinations of which will then determine the MOs. There are many standardized, atom-centered Gaussian basis sets
and details of these are discussed in Chapter 8.

After eliminating the spin components in Eq. (4.8) and introducing a finite basis,

Vi =Y Cuidy (4.10)

i
Eq. (4.8) reduces to the Roothaan-Hall matrix equation

FC = SC. A.11)

Here, F is the Fock matrix, C is a square matrix of molecular orbital coefficients, S is the AO overlap matrix with
elements

Sy = /(Z)M(r)@,(r)dr 4.12)
and € is a diagonal matrix containing the orbital energies. Generalizing to an unrestricted formalism by introducing
separate spatial orbitals for o and 3 spin in Eq. (4.7) yields the Pople-Nesbet equations ®

Fo*C* = &°SC® (4.13)
FPCP = &Psch (4.14)

In SCF methods, an initial guess is for the MOs is first determined, and from this, an average field seen by each elec-
tron can be calculated. A new set of MOs can be obtained by solving the Roothaan-Hall or Pople-Nesbet eigenvalue
equations, resulting in the restricted or unrestricted finite-basis SCF approximation. This procedure is repeated until
the new MOs differ negligibly from those of the previous iteration. The Hartree-Fock approximation for the effective
potential in Eq. (4.9) inherently neglects the instantaneous electron-electron correlations that are averaged out by the
SCF procedure, and while the chemistry resulting from HF calculations often offers valuable qualitative insight, quan-
titative energetics are often poor. In principle, the DFT methodologies are able to capture all the correlation energy,
i.e., the difference in energy between the HF energy and the true energy. In practice, the best-available density func-
tionals perform well but not perfectly, and conventional post-HF approaches to calculating the correlation energy (see
Chapter 6) are often required.

That said, because SCF methods often yield acceptably accurate chemical predictions at low- to moderate computa-
tional cost, self-consistent field methods are the cornerstone of most quantum-chemical programs and calculations. The
formal costs of many SCF algorithms is O(N*), that is, they grow with the fourth power of system size, N. This is
slower than the growth of the cheapest conventional correlated methods, which scale as O(N®) or worse, algorithmic
advances available in Q-CHEM can reduce the SCF cost to O(N) in favorable cases, an improvement that allows SCF
methods to be applied to molecules previously considered beyond the scope of ab initio quantum chemistry.

Types of ground-state energy calculations currently available in Q-CHEM are summarized in Table 4.1.
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Calculation

$rem Variable JOBTYPE

Single point energy (default)
Force (energy + gradient)
Equilibrium structure search
Transition structure search
Intrinsic reaction pathway

Potential energy scan

Vibrational frequency calculation
Polarizability and relaxed dipole

NMR chemical shift

SINGLE_POINT or SP
FORCE

OPTIMIZATION or OPT

TS

RPATH

PES_SCAN

FREQUENCY or FREQ
POLARIZABILITY, DIPOLE
NMR

(Ch.9)

(Ch.9)

(Section 9.8)
(Section 9.7)
(Section 10.9)
(Section 10.13.2)
(Section 10.12.2)

Indirect nuclear spin-spin coupling ISSC (Section 10.12.2)
Ab initio molecular dynamics AIMD (Section 9.10)
AD initio path integrals PIMD, PIMC (Section 9.11)
BSSE (counterpoise) correction BSSE (Section 12.4.4)
Energy decomposition analysis EDA (Section 12.5)

Symmetry-adapted perturbation theory =~ XSAPT (Sections 12.13 and 12.14)

Table 4.1: The type of calculation to be run by Q-CHEM is controlled by the $rem variable JOBTYPE.

4.2.2 Hartree-Fock Theory

As with much of the theory underlying modern quantum chemistry, the HF approximation was developed shortly after
publication of the Schrédinger equation, but remained a qualitative theory until the advent of the computer. Although
the HF approximation tends to yield qualitative chemical accuracy, rather than quantitative information, and is generally
inferior to many of the DFT approaches available, it remains as a useful tool in the quantum chemist’s toolkit. In
particular, for organic chemistry, HF predictions of molecular structure are very useful.

Consider once more the Roothaan-Hall equations, Eq. (4.11), or the Pople-Nesbet equations, Eq. (4.13), which can
be traced back to Eq. (4.8), in which the effective potential veg depends on the SCF methodology. In a restricted HF

(RHF) formalism, the effective potential can be written as

N/2 M 7
Vet = Y [2Ja(1) — Ko(1)] — - (4.15)
a A=1
where the Coulomb and exchange operators are defined as
o " 1
Jo(1) = /%(2)7%(2) dry (4.16)
12
and .
R0 = | [ 012)7002) | 00 @17
12
respectively. By introducing an atomic orbital basis, we obtain Fock matrix elements
Fuy=H + Ju — K (4.18)
where the core Hamiltonian matrix elements
H =T + Vi (4.19)
consist of kinetic energy elements
1~
T, = / bu(r) <—2v2> ¢ (r) dr (4.20)



Chapter 4: Self-Consistent Field Ground-State Methods 76

and nuclear attraction elements

VW:/% (Z|RA1~> (x) dr “.21)

The Coulomb and exchange elements are given by

T =Y _ P (1| Ao) (4.22)
Ao
and )
Ku =5 ; Py, (uX|vo) (4.23)
respectively, where the density matrix elements are
N/2
Pu =2 CuaCua (4.24)
a=1
and the two electron integrals are
(nv|Ao) = //% r1)p,(ry) ( )¢,\(r2)¢a(r2) dry dry . (4.25)

Note: The formation and utilization of two-electron integrals is a topic central to the overall performance of SCF
methodologies. The performance of the SCF methods in new quantum chemistry software programs can be
quickly estimated simply by considering the quality of their atomic orbital integrals packages. See Appendix A
for details of Q-CHEM’s AOINTS package.

Substituting the matrix element in Eq. (4.18) back into the Roothaan-Hall equations, Eq. (4.11), and iterating until
self-consistency is achieved will yield the RHF energy and wave function. Alternatively, one could have adopted the
unrestricted form of the wave function by defining separate o and 5 density matrices:

Mo
_ § o (Y
- Cuac’lla
a=1

ng (4.26)
[ — B B
P =2 CiaCla
The total electron density matrix P = P* + P”. The unrestricted o Fock matrix,
Fp,=H"  +Ju — K, , (4.27)

differs from the restricted one only in the exchange contributions, where the o exchange matrix elements are given by

N N

=> > P (uAlvo) (4.28)

A

4.3 Basic SCF Job Control

4.3.1 Introduction

As of version 5.1, Q-CHEM uses a new SCF package, GEN_SCFMAN, developed by E. J. Sundstrom, P. R. Horn
and many other coworkers. In addition to supporting the basic features of the previous SCF package (e.g. restricted,
unrestricted and restricted open-shell HF/KS-DFT calculations), many new features are now available in Q-CHEM,

including:
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» Addition of several useful SCF convergence algorithms and support for user-specified hybrid algorithm (Sect.
4.5.11).

* More general and user-friendly internal stability analysis and automatic correction for the energy minimum (Sect.
4.5.15).

GEN_SCFMAN also supports a wider range of orbital types, including complex orbitals. A full list of supported
orbitals is:

* Restricted (R): typically appropriate for closed shell molecules at their equilibrium geometry, where electrons
occupy orbitals in pairs.

* Unrestricted (U): - appropriate for radicals with an odd number of electrons, and also for molecules with even
numbers of electrons where not all electrons are paired, e.g., stretched bonds and diradicals.

* Restricted open-shell (RO): for open-shell molecules, where the « and 3 orbitals are constrained to be identical.
* Open-shell singlet ROSCF (OS_RO): see the “ROKS" method documented in Section 7.8.2.
* Generalized (G): i.e., each MO is associated with both « and /3 spin components.

* The use of complex orbitals (with Hartree-Fock only): restricted (CR), unrestricted (CU), and generalized (CG).

Aspects of an SCF calculation such as the SCF guess, the use of efficient algorithms to construct the Fock matrix like
occ-RI-K (see Section 4.6.8), are unaffected by the use of GEN_SCFMAN. Likewise, using GEN_SCFMAN does not
make any difference to the post-SCF procedures such as correlated methods, excited state calculations and evaluation
of molecular properties.

It should be noted that many special features (e.g. dual-basis SCF, CDFT, etc.) based on Q-CHEM’s old SCF code are
not yet supported in GEN_SCFMAN. They will become available in the future.

4.3.2 Job Control

The following two $rem variables must be specified in order to run HF calculations:

METHOD

Specifies the exchange-correlation functional.
TYPE:

STRING
DEFAULT:

No default

OPTIONS:
NAME Use METHOD = NAME, where NAME is one of the following: HF for Hartree-Fock theory; one

of the DFT methods listed in Section 5.3.5.; one of the correlated methods listed in Sections 7.10,

7.11,and 7.9;
RECOMMENDATION:
In general, consult the literature to guide your selection. Our recommendations for DFT are

indicated in bold in Section 5.3.5.
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BASIS
Specifies the basis sets to be used.
TYPE:
STRING
DEFAULT:
No default basis set
OPTIONS:
General, Gen  User defined ($basis keyword required).
Symbol Use standard basis sets as per Chapter 8.
Mixed Use a mixture of basis sets (see Chapter 8).
RECOMMENDATION:

Consult literature and reviews to aid your selection.

In addition, the following $rem variables can be used to customize the SCF calculation:

GEN_SCFMAN

Use GEN_SCFMAN for the present SCF calculation.
TYPE:

BOOLEAN
DEFAULT:

TRUE

OPTIONS:
FALSE Use the previous SCF code.

TRUE  Use GEN_SCFMAN.
RECOMMENDATION:

Set to FALSE in cases where features not yet supported by GEN_SCFMAN are needed.

PRINT_ORBITALS

Prints orbital coefficients with atom labels in analysis part of output.
TYPE:

INTEGER/LOGICAL
DEFAULT:

FALSE

OPTIONS:
FALSE Do not print any orbitals.

TRUE  Prints occupied orbitals plus 5 virtual orbitals.

NVIRT Number of virtual orbitals to print.
RECOMMENDATION:

Use true unless more virtual orbitals are desired.
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SCF_CONVERGENCE
SCF is considered converged when the wave function error is less that 1

Adjust the value of THRESH at the same time. (Starting with Q-CHEM 3.0, the DIIS error is

measured by the maximum error rather than the RMS error as in earlier versions.)
TYPE:

INTEGER

DEFAULT:
5 For single point energy calculations (including BSSE and XSAPT jobs)

7  For job types NMR, STATPOLAR, DYNPOLAR, HYPERPOLAR, and ISSC
8  For most other job types, including geometry optimization, transition-state search,

O—SCF_CONVERGENCE

vibrational analysis, CIS/TDDFT calculations, correlated wavefunction methods,

energy decomposition analysis (EDA2), etc.
OPTIONS:

User-defined

RECOMMENDATION:
Tighter criteria for geometry optimization and vibration analysis. Larger values provide more

significant figures, at greater computational cost.

UNRESTRICTED

Controls the use of restricted or unrestricted orbitals.
TYPE:

LOGICAL

DEFAULT:
FALSE Closed-shell systems.

TRUE  Open-shell systems.
OPTIONS:
FALSE Constrain the spatial part of the alpha and beta orbitals to be the same.

TRUE Do not Constrain the spatial part of the alpha and beta orbitals.
RECOMMENDATION:
Use the default unless ROHF is desired. Note that for unrestricted calculations on systems with

an even number of electrons it is usually necessary to break o/ symmetry in the initial guess, by

using SCF_GUESS_MIX or providing $occupied information (see Section 4.4 on initial guesses).

The calculations using other more special orbital types are controlled by the following $rem variables (they are not
effective if GEN_SCFMAN = FALSE):

OS_ROSCF

Run an open-shell singlet ROSCF calculation with GEN_SCFMAN.
TYPE:

BOOLEAN
DEFAULT:

FALSE

OPTIONS:
TRUE OS_ROSCEF calculation is performed.

FALSE Do not run OS_ROSCEF (it will run a close-shell RSCF calculation instead).
RECOMMENDATION:

Set to TRUE if desired.
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GHF

Run a generalized Hartree-Fock calculation with GEN_SCFMAN.
TYPE:

BOOLEAN
DEFAULT:

FALSE

OPTIONS:
TRUE Run a GHF calculation.

FALSE Do not use GHF.
RECOMMENDATION:

Set to TRUE if desired.

COMPLEX

Run an SCF calculation with complex MOs using GEN_SCFMAN.
TYPE:

BOOLEAN
DEFAULT:

FALSE

OPTIONS:
TRUE  Use complex orbitals.

FALSE Use real orbitals.
RECOMMENDATION:

Set to TRUE if desired.

COMPLEX_MIX
Mix a certain percentage of the real part of the HOMO to the imaginary part of the LUMO.
TYPE:
INTEGER
DEFAULT:
0
OPTIONS:
0-100 The mix angle = 7-COMPLEX_MIX/100.
RECOMMENDATION:
It may help find the stable complex solution (similar idea as SCF_GUESS_MIX).
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Example 4.1 Restricted open-shell singlet ROSCF calculation for the first excited state of formaldehyde using GEN_SCFMAN.
The first job provides the guess orbitals through a restricted SCF calculation.

Smolecule
01
H -0.940372 0.000000 1.268098
H 0.940372 0.000000 1.268098
C 0.000000 0.000000 0.682557
O 0.000000 0.000000 -0.518752

Send

Srem
GEN__SCFMAN true
METHOD wb97x-d
BASIS def2-svpd
THRESH 14
SCF_CONVERGENCE 9
SYM_TIGNORE true

Send

QeE

Smolecule
read

Send

Srem
JOBTYPE sp
METHOD wb97x-d
BASIS def2-svpd
GEN__SCFMAN true
OS_ROSCF true
THRESH 14
SCF_CONVERGENCE 9
SCF_ALGORITHM diis
SYM_IGNORE true
SCF_GUESS read

Send

4.3.3 Additional Options

Listed below are a number of useful options to customize an SCF calculation. This is only a short summary of the
function of these $rem variables. A full list of all SCF-related variables is provided in Appendix B. Several important
sub-topics are discussed separately, including O (V) methods for large molecules (Section 4.6), customizing the initial
guess (Section 4.4), and converging the SCF calculation (Section 4.5).
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INTEGRALS_BUFFER
Controls the size of in-core integral storage buffer.
TYPE:
INTEGER
DEFAULT:
15 15 Megabytes.
OPTIONS:
User defined size.
RECOMMENDATION:
Use the default, or consult your systems administrator for hardware limits.

DIRECT_SCF

Controls direct SCF.
TYPE:

LOGICAL
DEFAULT:

Determined by program.

OPTIONS:
TRUE  Forces direct SCF.

FALSE Do not use direct SCF.
RECOMMENDATION:

Use the default; direct SCF switches off in-core integrals.

METECO
Sets the threshold criteria for discarding shell-pairs.
TYPE:
INTEGER
DEFAULT:
2 Discard shell-pairs below 1

OPTIONS:
1 Discard shell-pairs four orders of magnitude below machine precision.
THRESH_

OfTHRESH

2 Discard shell-pairs below 10~
RECOMMENDATION:

Use the default.

S2THRESH
Cutoff for neglect of overlap integrals, defined via a two-electron shell-pair threshold of

10~ S2THRESH (>THRESH < 14).
TYPE:

INTEGER
DEFAULT:
Same as THRESH.
OPTIONS:
n  for a threshold of 107".
RECOMMENDATION:
Increase the value of S2THRESH if the program finds negative eigenvalues for the overlap matrix.



Chapter 4: Self-Consistent Field Ground-State Methods 83

THRESH

Cutoff for neglect of two electron integrals. 10~ THRESH (THRESH < 14).
TYPE:

INTEGER

DEFAULT:
8  For single point energies.

10  For optimizations and frequency calculations.

14 For coupled-cluster calculations.
OPTIONS:

n  for a threshold of 10™™.

RECOMMENDATION:
Should be at least three greater than SCF_CONVERGENCE. Increase for more significant figures,

at greater computational cost.

STABILITY_ANALYSIS

Performs stability analysis for a HF or DFT solution.
TYPE:

LOGICAL
DEFAULT:

FALSE

OPTIONS:
TRUE  Perform stability analysis.

FALSE Do not perform stability analysis.
RECOMMENDATION:

Set to TRUE when a HF or DFT solution is suspected to be unstable.

SCF_PRINT

Controls level of output from SCF procedure to Q-CHEM output file.
TYPE:

INTEGER
DEFAULT:

0 Minimal, concise, useful and necessary output.

OPTIONS:
0 Minimal, concise, useful and necessary output.

1 Level 0 plus component breakdown of SCF electronic energy.
2 Level 1 plus density, Fock and MO matrices on each cycle.
3 Level 2 plus two-electron Fock matrix components (Coulomb, HF exchange

, orbital kinetic energies, and DFT exchange-correlation matrices) on each cycle.
RECOMMENDATION:
Proceed with care; can result in extremely large output files at level 2 or higher. Output of all

information is only available in scfman (GEN_SCFMAN = FALSE). If GEN_SCFMAN is set to
TRUE and SCF_PRINT > 1, only level 1 plus MO matrices are available in the output. These
levels are primarily for program debugging.
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SCF_FINAL_PRINT

Controls level of output from SCF procedure to Q-CHEM output file at the end of the SCF.
TYPE:

INTEGER
DEFAULT:

0 No extra print out.

OPTIONS:
0 No extra print out.

1 Orbital energies and break-down of SCF energy.
2 Level 1 plus MOs and density matrices.

3 Level 2 plus Fock matrix.
RECOMMENDATION:

The break-down of energies is often useful (level 1).
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4.3.4 Examples
Provided below are examples of Q-CHEM input files to run ground state, HF single point energy calculations.

Example 4.2 Example Q-CHEM input for a single point energy calculation on water. Note that the declaration of the
single point $rem variable is redundant because it is the same as the Q-CHEM default.

Smolecule
0 1
(0]
H1 O oh
H2 O oh H1 hoh

oh = 1.2
hoh = 120.0
Send

Srem
JOBTYPE sp Single Point energy
METHOD hf Hartree-Fock
BASIS sto-3g Basis set

Send

Example 4.3 UHF/6-311G calculation on the Li atom. Note that correlation and the job type were not indicated
because Q-CHEM defaults automatically to no correlation and single point energies. Note also that, since the number
of « and S electron differ, MOs default to an unrestricted formalism.

Smolecule
0,2
Li
Send

Srem
METHOD HF Hartree-Fock
BASIS 6-311G Basis set
Send

Example 4.4 ROHF/6-311G calculation on the Lithium atom.

Smolecule
0,2
3

Send

Srem
METHOD hf Hartree-Fock
UNRESTRICTED false Restricted MOs
BASIS 6-311G Basis set

Send

4.3.5 Symmetry

Symmetry is a powerful branch of mathematics and is often exploited in quantum chemistry, both to reduce the com-
putational workload and to classify the final results obtained.?%?"-%5 Q-CHEM is able to determine the point group
symmetry of the molecular nuclei and, on completion of the SCF procedure, classify the symmetry of molecular or-

bitals, and provide symmetry decomposition of kinetic and nuclear attraction energy (see Chapter 10).
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Molecular systems possessing point group symmetry offer the possibility of large savings of computational time, by
avoiding calculations of integrals which are equivalent i.e., those integrals which can be mapped on to one another
under one of the symmetry operations of the molecular point group. The Q-CHEM default is to use symmetry to reduce

computational time, when possible.

There are several keywords that are related to symmetry, which causes frequent confusion. SYM_IGNORE controls
symmetry throughout all modules. The default is FALSE. In some cases it may be desirable to turn off symmetry
altogether, for example if you do not want Q-CHEM to reorient the molecule into the standard nuclear orientation,
or if you want to turn it off for finite difference calculations. If the SYM_IGNORE keyword is set to TRUE then the

coordinates will not be altered from the input, and the point group will be set to C.

The SYMMETRY keyword controls symmetry in some integral routines. It is set to TRUE by default. Note that set-
ting it to FALSE does not turn point group symmetry off, and does not disable symmetry in the coupled-cluster suite
(CCMAN and CCMAN?2), which is controlled by CC_SYMMETRY (see Chapters 6 and 7), although we noticed that
sometimes it may interfere with the determination of orbital symmetries, possibly due to numerical noise. In some
cases, SYMMETRY = TRUE can cause problems (poor convergence and wildly incorrect SCF energies) and turning it

off can avoid these problems.

The symmetry is turned off when ghost atoms are used because their placement may break the symmetry of the molec-
ular structure. However, the user can force calculation to use symmetry by FORCE_SYMMETRY_ON keyword; this is

illustrated in example 7.44.

Note: The user should be aware about different conventions for defining symmetry elements. The arbitrari-
ness affects, for example, C5, point group. The specific choice affects how the irreducible represen-
tations in the affected groups are labeled. For example, b; and b, irreducible representations in Co,
are flipped when using different conventions. Q-CHEM uses non-Mulliken symmetry convention. See
http://iopenshell.usc.edu/howto/symmetry for detailed explanations.

SYMMETRY

Controls the efficiency through the use of point group symmetry for calculating integrals.
TYPE:

LOGICAL
DEFAULT:

TRUE Use symmetry for computing integrals.

OPTIONS:

TRUE  Use symmetry when available.

FALSE Do not use symmetry. This is always the case for RIMP2 jobs
RECOMMENDATION:

Use the default unless benchmarking. Note that symmetry usage is disabled for RIMP2, FFT,

and QM/MM jobs.


http://iopenshell.usc.edu/howto/symmetry

Chapter 4: Self-Consistent Field Ground-State Methods 87

SYM_IGNORE
Controls whether or not Q-CHEM determines the point group of the molecule and reorients the

molecule to the standard orientation.
TYPE:

LOGICAL
DEFAULT:

FALSE Do determine the point group (disabled for RIMP2 jobs).
OPTIONS:

TRUE/FALSE

RECOMMENDATION:
Use the default unless you do not want the molecule to be reoriented. Note that symmetry usage

is disabled for RIMP2 jobs.

SYM_TOL

Controls the tolerance for determining point group symmetry. Differences in atom locations less
than 10— SYM-TOL

TYPE:

INTEGER
DEFAULT:

5 Corresponding to 1075.
OPTIONS:

User defined.

RECOMMENDATION:
Use the default unless the molecule has high symmetry which is not being correctly identified.

are treated as zero.

Note that relaxing this tolerance too much may introduce errors into the calculation.

FORCE_SYMMETRY_ON
Overrides turning off symmetry in calculations using ghost atoms.

TYPE:

LOGICAL
DEFAULT:

FALSE Turn symmetry off when using ghost atoms.
OPTIONS:

TRUE  Force symmetry.

FALSE Do not use symmetry.
RECOMMENDATION:

Use the default unless you know what you are doing.

4.4 SCF Initial Guess

4.4.1 Introduction

The Roothaan-Hall and Pople-Nesbet equations of SCF theory are non-linear in the molecular orbital coefficients. Like
many mathematical problems involving non-linear equations, prior to the application of a technique to search for a
numerical solution, an initial guess for the solution must be generated. If the guess is poor, the iterative procedure
applied to determine the numerical solutions may converge very slowly, requiring a large number of iterations, or at
worst, the procedure may diverge.
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Thus, in an ab initio SCF procedure, the quality of the initial guess is of utmost importance for (at least) two main

reasons:

* To ensure that the SCF converges to an appropriate ground state. Often SCF calculations can converge to different
local minima in wave function space, depending upon which part of “LCAO space” in which the initial guess
lands.

* When considering jobs with many basis functions requiring the recalculation of ERIs at each iteration, using a
good initial guess that is close to the final solution can reduce the total job time significantly by decreasing the
number of SCF iterations.

For these reasons, sooner or later most users will find it helpful to have some understanding of the different options

available for customizing the initial guess. Q-CHEM currently offers six options for the initial guess:

* Superposition of Atomic Densities (SAD)

* Superposition of Atomic Potentials (SAP, only available with GEN_SCFMAN = TRUE)
* On-the-fly (automated) Superposition of Atomic Densities (AUTOSAD)

* Purified SAD guess (provides molecular orbitals; SADMO)

* Core Hamiltonian (CORE)

* Generalized Wolfsberg-Helmholtz (GWH)

» Reading previously obtained MOs from disk. (READ)

* Basis set projection (BASIS2)

The first six of these guesses are built-in, and are briefly described in Section 4.4.2. The option of reading MOs from
disk is described in Section 4.4.3. The initial guess MOs can be modified, either by mixing, or altering the order of
occupation. These options are discussed in Section 4.4.4. Finally, Q-CHEM’s novel basis set projection method is

discussed in Section 4.4.5.

4.4.2 Initial Guess Types

Core Hamiltonian The core Hamiltonian guess simply obtains the guess MO coefficients by diagonalizing the core
Hamiltonian matrix in Eq. (4.19). It is also commonly known as the one-electron guess, as it completely ignores
interelectronic interactions. Although the guess is exact for one-electron systems, the lack of repulsion effects
leads to incorrect shell structure of atoms as well as all electrons crowding onto the heaviest atom in the system;
see Ref. 49 for a discussion. Due to these effects, the core guess is typically extremely inaccurate and should
only be used as a last resort; much better alternatives are provided by the various SAD and SAP guesses.

Superposition of Atomic Densities (SAD) The SAD guess”” is constructed by summing together pretabulated, spher-
ically averaged atomic density matrices. The SAD guess generally yields robust convergence, and its use is par-
ticularly important when large basis sets and/or large molecules are employed. There are three issues associated

with the SAD guess to be aware of:

1. No molecular orbitals are obtained, which means that SCF algorithms requiring orbitals (the direct mini-
mization methods discussed in Section 4.5) cannot directly use the SAD guess. It can, however, be gener-
ated on-the-fly for general basis sets (BASIS = GEN), as described below, though not for mixed basis sets
(BASIS = MIXED).

2. The SAD guess is not available for general (read-in) basis sets (pretabulated guesses exist for all internal

basis sets); and
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3. The SAD guess is not idempotent and thus requires at least two SCF iterations to ensure proper SCF
convergence (idempotency of the density).

Purified Superposition of Atomic Densities (SADMQO) The purified SAD guess (called “SADMO” in Ref. 49), is
otherwise the same as the SAD guess except that it removes the issues 1 and 3 above. The SADMO guess
obtains guess orbitals and corresponding occupation numbers by diagonalizing the non-idempotent SAD density
matrix, after which an idempotent density matrix is recreated by aufbau occupation of the SAD natural orbitals.
Since the initial density matrix is created with the SAD guess, the SADMO guess is not available for a general
(read-in) basis set, either.

Superposition of Atomic Potentials (SAP) The SAP guess* is a major improvement on the core guess as it correctly
describes atomic shell structure while retaining a simple form. The SAP guess introduces the interelectronic
interactions missing from the core guess with a superposition of pretabulated atomic potentials, which have been

derived with fully numerical calculations;>%>!

the atomic potentials used in Q-CHEM are derived from non-
relativistic exchange-only LDA calculations employing spherically averaged densities.’' As suggested in Ref.
49, the atomic potential matrix is evaluated through quadrature on a molecular grid analogous to the one used
in DFT calculations; the grid is controlled by the $rem variable GUESS_GRID. Importantly, the SAP guess is
noniterative, available for all elements in the periodic table from H to Og, and can be used with both internal and
general (read-in) basis sets, thereby offering reasonably accurate initial guesses also in the case when the other

options fail to work. Note SAP guess is not available in the old SCF code but only in GEN_SCFMAN.

On-the-fly (Automated) Superposition of Atomic Densities (AUTOSAD) In contrast to the SAD option that relies
on pretabulated density matrices, the AUTOSAD guess provides a means of obtaining a method-specific SAD
guess on-the-fly by running separate atomic calculations on all non-equivalent atoms in the system. As a SAD
guess, the AUTOSAD density matrix is not idempotent and the guess will not produce molecular orbitals, so
direct minimization methods cannot be directly used. At variance to the SAD option, AUTOSAD can be used
for both internally defined and user-customized general basis sets. However, AUTOSAD is currently unavailable
for mixed basis. Note that use of AUTOSAD is not necessary when using a single internal basis set with wave

function methods, as in this case the AUTOSAD density is simply equivalent to the pretabulated SAD density.

Generalized Wolfsberg-Helmholtz (GWH) The GWH guess procedure ' uses a combination of the overlap matrix
elements in Eq. (4.12), and the diagonal elements of the core Hamiltonian matrix in Eq. (4.19). This initial guess
is usually even worse than the core Hamiltonian.* It is constructed according to

Hypp = oSy (Hpp + LHyp) - (4.29)

where c; is a constant, typically chosen as ¢, = 1.75.

The selection of these choices (or whether to read in the orbitals) is controlled by the following $rem variables:
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SCF_GUESS
Specifies the initial guess procedure to use for the SCF.
TYPE:
STRING
DEFAULT: )
SAD Superposition of atomic densities>> (default for internal basis sets)
AUTOSAD  For internally defined or user-customized general basis sets or mixed basis
GWH For ROHF jobs with GEN_SCFMAN = FALSE which require a set of orbitals
FRAGMO  For fragment jobs such as ALMO-based calculations
CORE For special cases that currently can’t be handled by the ones above
(e.g. mixed basis with ghost atoms)
OPTIONS:
CORE Diagonalize core Hamiltonian
SAD Superposition of atomic density >
SAP Superposition of atomic potentials*® (only available with GEN_SCFMAN = TRUE)
AUTOSAD  On-the-fly superposition of atomic densities
SADMO Purified superposition of atomic densities (available only with standard basis sets)
GWH Apply generalized Wolfsberg-Helmholtz approximation
READ Read previous MOs from disk
FRAGMO  Superimposing converged fragment MOs (see Section 12.3)
RECOMMENDATION:

SAD, AUTOSAD, or SADMO guess for standard basis sets. For either standard or user-
customized general basis sets, AUTOSAD is recommended and used as default. If these options
fail, use the SAP guess; try the GWH or core Hamiltonian guess only as a last resort. For mixed
basis sets, only the AUTOSAD, SAP, GWH, and core Hamiltonian guesses are currently avail-
able. For ROHF it can be useful to READ guesses from an SCF calculation on the corresponding
cation or anion. Note that because the density is made spherical, this may favor an undesired state
for atomic systems, especially transition metals. Use FRAGMO in a fragment MO calculation.

SCF_GUESS_ALWAYS
Switch to force the regeneration of a new initial guess for each series of SCF iterations (for use

in geometry optimization).
TYPE:

LOGICAL
DEFAULT:

False

OPTIONS:
False Do not generate a new guess for each series of SCF iterations in an

optimization; use MOs from the previous SCF calculation for the guess,
if available.
True  Generate a new guess for each series of SCF iterations in a geometry
optimization.
RECOMMENDATION:

Use the default unless SCF convergence issues arise
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GUESS_GRID
Specifies the type of grid to use for SAP guess generation. The options are the same as those of
the $rem variable XC_GRID.

TYPE:
INTEGER
DEFAULT:
1
OPTIONS:
0 Use SG-0 for H, C, N, and O; SG-1 for all other atoms.
n Use SG-n for all atoms,n = 1,2, or 3

XY A string of two six-digit integers X and Y, where X is the number of radial points
and Y is the number of angular points where possible numbers of Lebedev angular
points, which must be an allowed value from Table 5.2 in Section 5.5.

—XY  Similar format for Gauss-Legendre grids, with the six-digit integer X corresponding
to the number of radial points and the six-digit integer Y providing the number of

Gauss-Legendre angular points, Y = 2?2,
RECOMMENDATION:

Larger grids may be required if the SAP guess is poor.

4.4.3 Reading MOs from Disk

There are two methods by which MO coefficients can be used from a previous job by reading them from disk:

1. Running two independent jobs sequentially invoking Q-CHEM with three command line variables:.

localhost-1> gchem Jjobl.in Jjobl.out save

localhost-2> gchem Jjob2.in Jjob2.out save

Note: (1) The $rem variable SCF_GUESS must be set to READ in job2. in.
(2) Scratch files remain in SQCSCRATCH/ save on exit.

2. Running a batch job where two jobs are placed into a single input file separated by the string @@Q on a single line.
Note: (1) SCF_GUESS must be set to READ in the second job of the batch file.
(2) A third Q-CHEM command line variable is not necessary.
(3) As for the SAD guess, Q-CHEM requires at least two SCF cycles to ensure proper
SCF convergence (idempotency of the density).
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Note: It is up to the user to make sure that the basis sets match between the two jobs. There is no internal checking
for this, although the occupied orbitals are re-orthogonalized in the current basis after being read in. If you
want to project from a smaller basis into a larger basis, consult Section 4.4.5.

Example 4.5 Input for an ROHF calculation on the OH radical. One SCF cycle is initially performed on the cation,
to get reasonably good initial guess orbitals, which are then read in as the guess for the radical. This avoids the use of
Q-CHEM’s default GWH guess for ROHF, which is often poor.

$comment
OH radical, part 1. Do initial iterations of cation orbitals.
Send

Smolecule
1 1
O 0.000 0.000 0.000
H 0.000 0.000 1.000
Send

Srem
BASIS = 6-311++G (2df)
METHOD = hf
THRESH = 10
MAX_SCF_CYCLES = 2
SCF_CONVERGENCE = 1

Send

@ee

Scomment
OH radical, part 2. Read cation orbitals, do the radical
Send

Smolecule
0 2
o0 0.000 0.000 0.000
H 0.000 0.000 1.000

Send

Srem
BASIS = 6-311++G(2df)
METHOD = hf
UNRESTRICTED = false
SCF_ALGORITHM = dm
SCF_CONVERGENCE = 7
SCF_GUESS = read
THRESH = 10

Send

4.4.4 Modifying the Occupied Molecular Orbitals

It is sometimes useful for the occupied guess orbitals to be other than the lowest N, (or INg) orbitals. Reasons why
one may need to do this include:

* To converge to a state of different symmetry or orbital occupation.
¢ To break spatial symmetry.

» To break spin symmetry, as in unrestricted calculations on molecules with an even number of electrons.
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There are two mechanisms for modifying a set of guess orbitals: either by SCF_GUESS_MIX, or by specifying the or-
bitals to occupy. Q-CHEM users may define the occupied guess orbitals using the $occupied or $swap_occupied_virtual
keywords. In the former, occupied guess orbitals are defined by listing the « orbitals to be occupied on the first line
and 3 on the second. In the former, only pair of orbitals that needs to be swapped is specified.

Note: (1) To prevent Q-CHEM to change orbital occupation during SCF procedure, MOM_START option is often used
in combination with $occupied or $swap_occupied_virtual keywords.
(2) The need for orbitals renders these options incompatible with the SAD guess. Most often, they are used
with SCF_GUESS = READ.

The format for modifying occupied guess orbitals is as follows:

Soccupied
1 2 3 4 ... NAlpha
1 2 3 4 ... NBeta
Send

or alternatively

$swap_occupied_virtual
<spin> <iol> <ivl>
<spin> <io2> <iv2>
Send

Occupied and virtual orbitals can also be swapped

Sswap_occupied_virtual
alpha 5 6
beta 6 7

Send

This is identical to

Soccupied
1234657
1234576

Send

or
Soccupied
1:4 6 5 7

1:5 7 6
Send

The other $rem variables related to altering the orbital occupancies are:
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SCF_GUESS_PRINT
Controls printing of guess MOs, Fock and density matrices.

TYPE:
INTEGER
DEFAULT:
0
OPTIONS:
0 Do not print guesses.
SAD
1 Atomic density matrices and molecular matrix.
2 Level 1 plus density matrices.
CORE and GWH
1 No extra output.
2 Level 1 plus Fock and density matrices and, MO coefficients and
eigenvalues.
READ
1 No extra output
2 Level 1 plus density matrices, MO coefficients and eigenvalues.
RECOMMENDATION:
None

SCF_GUESS_MIX
Controls mixing of LUMO and HOMO to break symmetry in the initial guess. For unrestricted

jobs, the mixing is performed only for the alpha orbitals.
TYPE:

INTEGER
DEFAULT:
0 (FALSE) Do not mix HOMO and LUMO in SCF guess.

OPTIONS:
0 (FALSE) Do not mix HOMO and LUMO in SCF guess.

1 (TRUE) Add 10% of LUMO to HOMO to break symmetry.

n Add n x 10% of LUMO to HOMO (0 < n < 10).
RECOMMENDATION:
When performing unrestricted calculations on molecules with an even number of electrons, it is

often necessary to break alpha/beta symmetry in the initial guess with this option, or by specify-
ing input for $occupied.
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Example 4.6 Input for an unrestricted HF calculation on H; in the dissociation limit, showing the use of SCF_GUESS_MIX
=2 (corresponding to 20% of the alpha LUMO mixed with the alpha HOMO). Geometric direct minimization with DIIS
is used to converge the SCF, together with MAX_DIIS_CYCLES = 1 (using the default value for MAX_DIIS_CYCLES,
the DIIS procedure just oscillates).

Smolecule
0 1
H 0.000 0.000 0.0
H 0.000 0.000 -10.0

Send

Srem
METHOD = hf
BASIS = 6-31g«x*
UNRESTRICTED = true
SCF_ALGORITHM = diis_gdm
MAX_DIIS_CYCLES = 1
SCF_GUESS = gwh
SCF_GUESS_MIX = 2

Send

4.4.5 Basis Set Projection

Q-CHEM also includes a novel basis set projection method developed by Dr Jing Kong of Q-CHEM Inc. It permits a
calculation in a large basis set to bootstrap itself up via a calculation in a small basis set that is automatically spawned
when the user requests this option. When basis set projection is requested (by providing a valid small basis for BASIS2),
the program executes the following steps:

* A simple DFT calculation is performed in the small basis, BASIS2, yielding a converged density matrix in this
basis.

* The large basis set SCF calculation (with different values of EXCHANGE and CORRELATION set by the input)
begins by constructing the DFT Fock operator in the large basis but with the density matrix obtained from the
small basis set.

* By diagonalizing this matrix, an accurate initial guess for the density matrix in the large basis is obtained, and
the target SCF calculation commences.

Two different methods of projection are available and can be set using the BASISPROJTYPE $rem. The OVPROJECTION
option expands the MOs from the BASIS2 calculation in the larger basis, while the FOPPROJECTION option constructs
the Fock matrix in the larger basis using the density matrix from the initial, smaller basis set calculation. Basis set
projection is a very effective option for general basis sets, where the SAD guess is not available. In detail, this initial
guess is controlled by the following $rem variables:
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BASIS2

Sets the small basis set to use in basis set projection.
TYPE:

STRING
DEFAULT:

No second basis set default.

OPTIONS:
Symbol. Use standard basis sets as per Chapter 8.

BASIS2_GEN General BASIS2

BASIS2_MIXED Mixed BASIS2
RECOMMENDATION:
BASIS2 should be smaller than BASIS. There is little advantage to using a basis larger than a

minimal basis when BASIS2 is used for initial guess purposes. Larger, standardized BASIS2
options are available for dual-basis calculations (see Section 4.7).

BASISPROJTYPE

Determines which method to use when projecting the density matrix of BASIS2
TYPE:

STRING

DEFAULT:
FOPPROJECTION (when DUAL_BASIS_ENERGY=false)
OVPROJECTION (when DUAL_BASIS_ENERGY=true)
OPTIONS:
FOPPROJECTION Construct the Fock matrix in the second basis
OVPROJECTION  Projects MOs from BASIS2 to BASIS.
RECOMMENDATION:

None
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Note: BASIS2 sometimes affects post-Hartree-Fock calculations. It is recommended to split such jobs into two sub-
sequent one, such that in the first job a desired Hartree-Fock solution is found using BASIS2, and in the second
job, which performs a post-HF calculation, SCF_GUESS = READ is invoked.

Example 4.7 Input where basis set projection is used to generate a good initial guess for a calculation employing a
general basis set, for which the default initial guess is not available.

Smolecule
0 1
O
H 1
H 1 a
r 0.
a 104.
Send
Srem
METHOD mp2
BASIS general
BASIS2 sto—-3g
Send
Sbasis
0 0
S 3 1.000000
3.22037000E+02 5.92394000E-02
4.84308000E+01 3.51500000E-01
1.04206000E+01 7.07658000E-01
SP 2 1.000000
7.40294000E+00 -4.04453000E-01 .44586000E-01
1.57620000E+00 1.22156000E+00 .53955000E-01
SP 1 1.000000
3.73684000E-01 1.00000000E+00 .00000000E+00
sp 1 1.000000
8.45000000E-02 1.00000000E+00 .00000000E+00
* ok x k
H 0
S 2 1.000000
5.44717800E+00 1.56285000E-01
8.24547000E-01 9.04691000E-01
S 1 1.000000
1.83192000E-01 1.00000000E+00
* Kk kK
Send

4.5 Converging SCF Calculations

4.5.1 Introduction

As for any numerical optimization procedure, the rate of convergence of the SCF procedure is dependent on the initial

guess and on the algorithm used to step towards the stationary point. Q-CHEM features a number of SCF optimization

algorithms which can be selected via the $rem variable SCF_ALGORITHM, including:

Methods that are based on extrapolation or interpolation:

* The highly successful DIIS procedures. These are the default (except for restricted open-shell SCF calculations)
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and are available for all orbital types (see Section 4.5.3). The damping*° and level-shifting technique ****% can

also be invoked together with DIIS (R, U only).

» ADIIS: the combination of augmented Roothaan-Hall (ARH) energy function and DIIS developed by Hu and
Yang,** which isavailable for R and U only.

Methods that make use of orbital gradient:

* Direct Minimization (DM), which has been re-implemented as simple steepest descent with line search, and is
available for all orbital types. DM can be invoked after a few DIIS iterations.

* Limited-memory Broyden-Fletcher-Goldfarb-Shanno algorithm (L_BFGS), which is a quasi-Newton method

using the gradients and steps taken in the previous iterations to construct the approximate Hessian.

* Geometric Direct Minimization (GDM) which is an improved and highly robust version of DM and is the recom-
mended fall-back when DIIS fails. Like DM, It can also be invoked after a few iterations with DIIS to improve
the initial guess. GDM is the default algorithm for restricted open-shell SCF calculations and is available for all
orbital types (see Section 4.5.7).

 GDM_LS: It is essentially a preconditioned (using orbital energy differences as the preconditioner) L-BFGS
algorithm with line search, available for R, U, RO and OS_RO.

* GDM_QLS: GDM with quadratic line search, available for R and U.

* Square Gradient Minimization (SGM) family: SGM is a GDM-inspired method for excited state orbital optimiza-
tion. Currently, three variants of this approach are supported: SGM (for RO and and OS_RO), SGM_LS (for R,
U, RO and OS_RO) and SGM_QLS (for R and U), which are based upon the corresponding GDM approaches.
For further details, see Section 4.5.13.

Methods that require orbital Hessian:

* NEWTON_CG/NEWTON_MINRES (solve Hd = —g for the update direction with CG/MINRES solvers).

* SF_NEWTON_CQG (the “saddle-free" version of NEWTON_CG).

The analytical orbital Hessian is available for R/U/RO/G/CR unless special density functionals (e.g., those nonlocal
functionals except for VV10%°) are used, while the use of finite-difference Hessian is available for all orbital types by
setting FD_MAT_VEC_PROD = TRUE.

In addition to these algorithms, there is also the maximum overlap method (MOM) which ensures that DIIS always
occupies a continuous set of orbitals and does not oscillate between different occupancies. MOM can also be used to
obtain higher-energy solutions of the SCF equations (see Section 7.6). The relaxed constraint algorithm (RCA), which
guarantees that the energy goes down at every step, is also available via the old SCF code (set GEN_SCFMAN = FALSE).
Nevertheless, the performance of the ADIIS*? algorithm should be similar to it.

Since the code in GEN_SCFMAN is highly modular, the availability of different SCF algorithms to different SCF
(orbital) types is largely extended in general. For example, the old ROSCF implementation requires the use of the
GWH guess and the GDM algorithm exclusively. Such a limitation has been eliminated in GEN_SCFMAN based RO
calculations.
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4.5.2 Basic Convergence Control Options

See also more detailed options in the following sections, and note that the SCF convergence criterion and the integral
threshold must be set in a compatible manner, (this usually means THRESH should be set to at least 3 higher than
SCF_CONVERGENCE).

MAX_SCF_CYCLES
Controls the maximum number of SCF iterations permitted.
TYPE:
INTEGER
DEFAULT:
50
OPTIONS:
n  n > 0 User-selected.
RECOMMENDATION:

Increase for slowly converging systems such as those containing transition metals.
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SCF_ALGORITHM
Algorithm used for converging the SCF.

TYPE:
STRING
DEFAULT:
DIIS Pulay DIIS.
OPTIONS:
DIIS Pulay DIIS.
ROOTHAAN Roothaan repeated diagonalization
DM Direct minimizer.
L_BFGS Limited memory BFGS algorithm with line search
GDM Geometric Direct Minimization.
GDM_LS L-BFGS algorithm with a GDM-like preconditioner and line search
(see also GDM_QLS, which uses a quadratic line search algorithm)
RCA Relaxed constraint algorithm
ADIIS The combination of the ARH energy function and DIIS by Hu and Yang

NEWTON_CG Solve Hd = —g using conjugated gradients to determine Newton steps
(see also Newton_MINRES, which uses the MINRES algorithm to solve the linear equation)

DIIS_DM Uses DIIS initially, switching to direct minimizer for later iterations
(See THRESH_DIIS_SWITCH, MAX_DIIS_CYCLES)

DIIS_GDM Use DIIS and then later switch to geometric direct minimization
(See THRESH_DIIS_SWITCH, MAX_DIIS_CYCLES)

LS_DIIS Uses level-shifting initially, switching to DIIS for later iterations
(See THRESH_LS_SWITCH, MAX_LS_CYCLES)

RCA_DIIS Use RCA initially, switching to DIIS for later iterations

(See THRESH_RCA_SWITCH and MAX_RCA_CYCLES)
ADIIS_DIIS Use ADIIS initially, switching to DIIS for later iterations

(See THRESH_ADIIS_SWITCH and MAX_ADIIS_CYCLES)
RECOMMENDATION:
Use DIIS unless performing a restricted open-shell calculation, in which case GDM is rec-

ommended. If DIIS fails to find a reasonable approximate solution in the initial iterations,
RCA_DIIS and ADIIS_DIIS are the recommended fallback options. If DIIS approaches the cor-
rect solution but fails to finally converge, DIIS_GDM is the recommended fallback. For systems
with small HOMO-LUMO gaps and DIIS fails to converge, LS_DIIS could help.

Note: for the usage of Square Gradient Minimization (SGM) and related algorithm options, see the documentation in
Section 4.5.13.
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SCF_CONVERGENCE
SCF is considered converged when the wave function error is less that 1

Adjust the value of THRESH at the same time. Note as of Q-CHEM 3.0 the DIIS error is measured

by the maximum error rather than the RMS error.
TYPE:

INTEGER

DEFAULT:
5 For single point energy calculations (including BSSE and XSAPT jobs)

7  For job types NMR, STATPOLAR, DYNPOLAR, HYPERPOLAR, and ISSC
8  For most other job types, including geometry optimization, transition-state search,

O—SCF_CONVERGENCE

vibrational analysis, CIS/TDDFT calculations, correlated wavefunction methods,

energy decomposition analysis (EDA2), etc.
OPTIONS:

n  Corresponding to 107"

RECOMMENDATION:
Tighter criteria for geometry optimization and vibration analysis. Larger values provide more

significant figures, at greater computational cost.

In some cases besides the total SCF energy, one needs its separate energy components, like kinetic energy, exchange en-
ergy, correlation energy, etc. The values of these components are printed at each SCF cycle if one specifies SCF_PRINT
=1 in the input.

4.5.3 Direct Inversion in the Iterative Subspace (DIIS)

The SCF implementation of the Direct Inversion in the Iterative Subspace (DIIS) method ®*%° uses the property of an
SCF solution that requires the density matrix to commute with the Fock matrix:

SPF -FPS=0. (4.30)

During the SCF cycles, prior to achieving self-consistency, it is therefore possible to define an error vector e;, which is
non-zero except at convergence:

Here P; is obtained by diagonalizing F';, and
k-1
Fj, = Z ¢;F; (4.32)
j=1

The DIIS coefficients ¢y, are obtained by a least-squares constrained minimization of the error vectors, viz

Z = (Zk: ckek> : <Xk: ckek> (4.33)

where the constraint ) -, ¢, = 1 is imposed to yield a set of linear equations, of dimension N + 1:

e -e; --- ej-ey 1 c1 0
=1 - . (4.34)

ey-e - ey-ey 1 CN 0

1 1 0 A 1

Convergence criteria require the largest element of the Nth error vector to be below a cutoff threshold, usually 10>
a.u. for single point energies, but often increased to 10~® a.u. for optimizations and frequency calculations.
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The rate of convergence may be improved by restricting the number of previous Fock matrices used for determining

the DIIS coefficients,
k—1

Fo= Y ¢F;. (4.35)
j=k—(L+1)
Here L is the size of the DIIS subspace, which is set using the $rem variable DIIS_SUBSPACE_SIZE. As the Fock matrix
nears self-consistency, the linear matrix equations in Eq. (4.34) tend to become severely ill-conditioned and it is often
necessary to reset the DIIS subspace (this is automatically carried out by the program).

Finally, on a practical note, we observe that DIIS has a tendency to converge to global minima rather than local minima
when employed for SCF calculations. This seems to be because only at convergence is the density matrix in the DIIS
iterations idempotent. On the way to convergence, one is not on the true energy surface, and this seems to permit DIIS
to “tunnel” through barriers in wave function space. This is usually a desirable property, and is the motivation for
the options that permit initial DIIS iterations before switching to direct minimization to converge to the minimum in
difficult cases.

The following $rem variables permit some customization of the DIIS iterations:

DIIS_SUBSPACE_SIZE
Controls the size of the DIIS and/or RCA subspace during the SCF.
TYPE:
INTEGER
DEFAULT:
15
OPTIONS:
User-defined
RECOMMENDATION:
None

DIIS_PRINT

Controls the output from DIIS SCF optimization.
TYPE:

INTEGER
DEFAULT:

0

OPTIONS:
0 Minimal print out.

1 Chosen method and DIIS coefficients and solutions.

2 Level 1 plus changes in multipole moments.

3 Level 2 plus Multipole moments.

4 Level 3 plus extrapolated Fock matrices.
RECOMMENDATION:

Use the default

Note: In Q-CHEM 3.0 the DIIS error is determined by the maximum error rather than the RMS error. For backward
compatibility the RMS error can be forced by using the following $rem:
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DIIS_ERR_RMS

Changes the DIIS convergence metric from the maximum to the RMS error.
TYPE:
LOGICAL
DEFAULT:
FALSE
OPTIONS:
TRUE, FALSE
RECOMMENDATION:

Use the default, the maximum error provides a more reliable criterion.

DIIS_SEPARATE_ERRVEC
Control optimization of DIIS error vector in unrestricted calculations.

TYPE:

LOGICAL
DEFAULT:

FALSE Use a combined « and 3 error vector.
OPTIONS:

FALSE Use a combined « and /3 error vector.

TRUE  Use separate error vectors for the o and (3 spaces.
RECOMMENDATION:
When using DIIS in Q-CHEM a convenient optimization for unrestricted calculations is to sum

the o and (8 error vectors into a single vector which is used for extrapolation. This is often
extremely effective, but in some pathological systems with symmetry breaking, can lead to
false solutions being detected, where the o and S components of the error vector cancel ex-
actly giving a zero DIIS error. While an extremely uncommon occurrence, if it is suspected, set
DIIS_SEPARATE_ERRVEC = TRUE to check.

4.5.4 Damping

Damping may be the oldest SCF acceleration scheme which was proposed by Hartree in the early days of applying
quantum mechanics to study atomic structure.*® In this simple scheme, the density matrix (or Fock matrix) of the
current SCF iteration is linearly mixed with the density matrix of the previous iteration to generate a damped density
matrix as the input for the next SCF iteration:

plamped — (1 _ 0)P, + aPy_1, (4.36)

where « is the mixing factor with 0 < o < 1. During the SCF process, if density matrix changes drastically between
consecutive iterations (usually this happens in the early stage of the SCF process), the total energy and occupied
molecular orbitals are also strongly fluctuating, which may lead to slow SCF convergence or even divergence. In this
scenario mixing the density (or Fock) matrix with its counterpart in the last iteration could reduce (damp) the energy
and molecular orbital fluctuation and stabilize the SCF process. On the other hand, if the SCF process converges
smoothly and quickly, apply damping would only slow down its convergence. Therefore damping is seldom applied
solely in the full SCF process and often invoked only in the early stage of the SCF process and turned off later.

Density matrix damping is offered as an option (the DAMP algorithm) to handle difficult SCF cases in Q-CHEM (RHF
and UHF only). Damping is often combined with DIIS and GDM (the DP_DIIS and DP_GDM algorithms) in practical
calculations. In order to invoke damping, the $rem variable SCF_ALGORITHM should be set to DAMP, DP_DIIS or
DP_GDM. The other relevant $rem variables are as the following:
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NDAMP
Determine the mixing coefficient. & = NDAMP/100.
TYPE:
INTEGER
DEFAULT:
75
OPTIONS:
User-defined. Integers between 0 and 100.
RECOMMENDATION:
Increase NDAMP if strong fluctuations happen during the SCF process.

MAX_DP_CYCLES
The maximum number of SCF iterations with damping when SCF_ALGORITHM = DP_DIIS and

DP_GDM. See also THRESH_DP_SWITCH.
TYPE:

INTEGER
DEFAULT:
3

OPTIONS:
1 Only a single SCF step with damping, and no damping for the remaining SCF steps.

n  n SCF iterations with damping before turning damping off.
RECOMMENDATION:

Increase this number if strong fluctuation continues after damping is turned off.

THRESH_DP_SWITCH
The threshold for turning off damping in SCF iterations is 1

SCF_ALGORITHM is set to DP_DIIS or DP_GDM. See also MAX_DP_CYCLES.
TYPE:

INTEGER
DEFAULT:
2
OPTIONS:
User-defined.
RECOMMENDATION:
None

0-THRESH_DP_SWITCH 1.
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Example 4.8 Input for a UKS calculation of water cation using DIIS after damping in the early stage of the SCF
process.

Smolecule
1 2
0 1.9158048 -5.3106212 3.9451654
H 2.8858048 -5.3106212 3.9451654
H 1.5924750 -5.6945720 3.1151415
Send
Srem
METHOD B3LYP
BASIS 3-21G
SCF_ALGORITHM DP_DIIS
THRESH_DP_SWITCH 3
MAX_DP_CYCLES 20
NDAMP 50
Send

4.5.5 Level-Shifting

Level-shifting is an old technique that may facilitate SCF convergence in systems having small HOMO/LUMO gaps. 3+40:68
If the gap is small, a simple Fock matrix diagonalization (Roothaan step) may alter the energetic ordering of the molec-
ular orbitals, so that after re-populating the electrons according to the aufbau principle, the overall effect is a discon-
tinuous switch in the electron configuration, and the SCF process fails to converge. To remedy this fluctuating SCF
behavior, one can shift the diagonal elements of the virtual block of the Fock matrix (“level-shifting”) to increase the
calculated HOMO/LUMO gap before diagonalization. With proper level-shifting, the energetic ordering of the molec-
ular orbitals is preserved during diagonalization and thus the shapes of the orbitals are changed in a continuous way
at each SCF cycle, leading to a stable iterative process. Using perturbation theory, one can show that a proper level
shift guarantees that the total energy is lowered after Fock matrix diagonalization. *>%® It is important to note, however,
that SCF solutions obtained via level-shifting are not necessarily stable ground states. To check the stability of the
converged electronic state, we recommend invoking the keywords STABILITY_ANALYSIS or INTERNAL_STABILITY
(see Section 4.3.3 and Section 4.5.15).

In cases where DIIS or some other SCF algorithm converges quickly, application of a level shift usually slows down
convergence. In addition, experiences show that level-shifting can converge difficult SCF cases to moderate thresholds
such as 1075, but becomes less efficient as the convergence threshold is tightened, say, to 10~8. To obtain tightly-
converged solutions, level-shifting should be combined with DIIS or another convergence algorithm. For difficult SCF
cases, invoking level-shifting in the early SCF iterations and then turning it off later (in favor of DIIS, say) is often the
best strategy. As such, Q-CHEM offers a hybrid SCF algorithm that combines level-shifting with DIIS. This is invoked
by setting SCF_ALGORITHM = LS_DIIS. Level-shifting can also be used on its own (without DIIS), by means of the
following $rem variables.
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LEVEL_SHIFT
Determine whether to invoke level-shifting or not together with DIIS.
TYPE:
LOGICAL
DEFAULT:
FALSE
OPTIONS:
TURE, FALSE
RECOMMENDATION:
Use TRUE if level-shifting is necessary to accelerate SCF convergence.

GAP_TOL
HOMO/LUMO gap threshold to control whether to shift the diagonal elements of the virtual

block of the Fock matrix or not. If the HOMO/LUMO gap is less than this threshold, at a given
SCEF iteration, then the diagonal elements of the virtual block of the Fock matrix are shifted.

Otherwise no level-shift is applied.
TYPE:

INTEGER
DEFAULT:

300
OPTIONS:

User-defined

RECOMMENDATION:
The input number must be an integer between 0 and 9999. The actual threshold is equal to

GAP_TOL divided by 1000, in Hartree. The default value is provided to make the level-shifting
calculation run and should not be taken as optimal for any specific problem. Trial and error may
be required to find the optimal threshold. Larger values of GAP_TOL generally lead to level-
shifting being used more frequently during the SCF convergence process.

LSHIFT
Constant shift applied to all diagonal elements of the virtual block of the Fock matrix.
TYPE:
INTEGER
DEFAULT:
200
OPTIONS:
User-defined

RECOMMENDATION:
The input number must be an integer between 0 and 9999. The actual shift is equal to GAP_TOL

divided by 1000, in Hartree. The default value is provided to make the level-shifting calculation
run and should not be taken as optimal for any specific problem. Trial and error may be required
to find the optimal threshold. Larger level shifts make the SCF process more stable but also slow

down convergence, thus requiring more SCF cycles.

Note: If either GAP_TOL or LSHIFT or both are explicitly specified, then LEVEL_SHIFT is automatically set to TRUE.
Setting LEVEL_SHIFT = FALSE disables any values of GAP_TOL and LSHIFT. Invoking the LS_DIIS algorithm
also disables any setting of LEVEL_SHIFT.
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MAX_LS_CYCLES
The maximum number of DIIS iterations with level-shifting when SCF_ALGORITHM = LS_DIIS.

See also THRESH_LS_SWITCH.
TYPE:

INTEGER
DEFAULT:
MAX_SCF_CYCLES

OPTIONS:
1 Only a single DIIS step with level-shifting, and no level-shifting for the remaining DIIS steps.

n  n DIIS iterations with level-shifting before turning level-shifting off.
RECOMMENDATION:

None

THRESH_LS_SWITCH
The threshold for turning off level-shifting in DIIS is 10~ THRESH_LS_SWITCH ey

SCF_ALGORITHM is set to LS_DIIS. See also MAX_LS_CYCLES.
TYPE:

INTEGER
DEFAULT:

4
OPTIONS:

User-defined.
RECOMMENDATION:

None
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Example 4.9 Input for a RKS calculation using DIIS with level-shifting on a uranium compound.

Smo
01

(@]

T T OOOOO0OOo

H
Sen

Sre

Sen

Example 4.10 Input for a UKS calculation using LS_DIIS on a cobalt compound.

Smo

Sen

Sre

Sen

4.5.6 Pseudo-Fractional Occupation Number Method (pFON)

lecule
-0.7734808 -0.
-1.3090665 -2.
-1.6134743 1.
-0.2537507 0.
0.0643962 -2.
-2.4384926 -1.
0.8915310 -0.
-0.5266214 -2.
-2.5519330 1.
0.6520521 0.
-0.6807322 -3.
d
m
METHOD =
BASIS =
ECP =

MAX_SCF_CYCLES =
THRESH =
LEVEL_SHIFT =
GAP_TOL =
LSHIFT =
SCF_CONVERGENCE =
d

lecule

6 2

0 0.7515076

0 0.7506760 -
Co 0.0016554 N
0 -1.4949030 -
0 1.4981395 -
0 -0.7482665 N
(0] -0.7473745

d

m

METHOD

BASIS

SCF_ALGORITHM
MAX_SCF_CYCLES

GUI

GAP_TOL

LSHIFT
SCF_CONVERGENCE
STABILITY_ ANALYSIS
d

8815596
1863261
0032462
4215612
7662217
2003830
5627363
1731728
0551966
7395638
1486006

B3LYP
LANL2DZ
fit-LANL2DZ
200

10

TRUE

200

200

5

1.2954050
1.2982554
0.0007951
0.0008880
0.0006773
1.2970503
1.2963844

= B3LYP

= 6-31G
= LS_DIIS
= 200

=2

= 100

= 200

=8

= TRUE

o

"

-1.
-1.

.8853446
.7399692
.9673881
.9749395
.1985884
.1700214
.6006679
.3131242
.7276040
.8360306
.6879451

.0605230
.0594277
.0017848
.0616115
.0578583
0566523
0559284

An alternative to level-shifting for cases exhibiting small (or zero) HOMO/LUMO gaps is the pseudo-fraction occu-

pation number (pFON) approach, ®® which corresponds to a “smearing out” of the occupation numbers at the HOMO
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level. Often, this improves the stability and accelerates the convergence by eliminating the discontinuous occupancy
changes (from one SCF iteration to the next) that can arise in small-gap systems. Essentially, more than one electron
configuration is allowed during the same orbital optimization, with fractional occupancies. This is formally equivalent

to a finite-temperature formalism.

The pFON method introduces a density matrix
N
Pu =Y npCripCup (4.37)
p=1

with occupancies 0 < n,, < 1 that can be fractional, whereas for a conventional SCF calculation either n,, = 1
(occupied) or ny, = 0 (virtual). In pFON, the occupation numbers follow a Fermi-Dirac distribution,

np = (1+ el w)/KT) 71 (4.38)

where €, is an SCF eigenvalue (orbital energy) and 7' is a temperature. In Q-CHEM’s implementation, the Fermi
energy is set to ep = (egomo + €Lumo)/2. To ensure conservation of the total number of electrons, the pFON

approach re-scales the occupation numbers so that ZP ny = Nel.

There are several parameters to control the electronic temperature T' throughout a pFON SCF run. The temperature
can either be held constant at finite temperature (7}t = THnal), OF the system can be cooled from a higher temperature

down to the final temperature. So far, no zero-temperature extrapolation has been implemented.

OCCUPATIONS

Activates pFON calculation.
TYPE:

INTEGER
DEFAULT:

0

OPTIONS:
0 Integer occupation numbers

1 Not yet implemented

2 Pseudo-fractional occupation numbers (pFON)
RECOMMENDATION:

Use pFON to improve convergence for small-gap systems.

FON_T_START
Initial electronic temperature (in K) for FON calculation.
TYPE:
INTEGER
DEFAULT:
1000
OPTIONS:
Any desired initial temperature.

RECOMMENDATION:
Pick the temperature to either reproduce experimental conditions (e.g. room temperature) or as

low as possible to approach zero-temperature.



Chapter 4: Self-Consistent Field Ground-State Methods 110

FON_T_END
Final electronic temperature for FON calculation.
TYPE:
INTEGER
DEFAULT:
0
OPTIONS:
Any desired final temperature.

RECOMMENDATION:
Pick the temperature to either reproduce experimental conditions (e.g. room temperature) or as

low as possible to approach zero-temperature.

FON_NORB
Number of orbitals above and below the Fermi level that are allowed to have fractional occupan-

cies.
TYPE:

INTEGER
DEFAULT:

4
OPTIONS:

n  number of active orbitals
RECOMMENDATION:

The number of valence orbitals is a reasonable choice.

FON_T_SCALE

Determines the step size for the cooling.
TYPE:

INTEGER
DEFAULT:

90

OPTIONS:
n  temperature is scaled by 0.01 - n in each cycle (cooling method 1)

n  temperature is decreased by n K in each cycle (cooling method 2)
RECOMMENDATION:
The cooling rate should be neither too slow nor too fast. Too slow may lead to final energies

that are at undesirably high temperatures. Too fast may lead to convergence issues. Reasonable
choices for methods 1 and 2 are 98 and 50, respectively. When in doubt, use constant tempera-
ture.

FON_E_THRESH

DIIS error below which occupations will be kept constant.
TYPE:

INTEGER
DEFAULT:

4
OPTIONS:

n  freeze occupations below DIIS error of 10~"
RECOMMENDATION:

This should be one or two numbers bigger than the desired SCF convergence threshold.
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FON_T_METHOD

Selects cooling algorithm.
TYPE:

INTEGER
DEFAULT:

1

OPTIONS:
1 temperature is scaled by a factor in each cycle

2 temperature is decreased by a constant number in each cycle
RECOMMENDATION:
We have made slightly better experience with a constant cooling rate. However, choose constant

temperature when in doubt.

Example 4.11 pFON calculation of a metal cluster.

Smolecule
01
Pt -0.20408 1.19210 0.54029
Pt 2.61132 1.04687 0.66196
Pt 0.83227 0.03296 -1.49084
Pt 0.95832 -1.05360 0.92253
Pt -1.66760 -1.07875 -1.02416
Send
Srem
METHOD pbe
MAX_SCF_CYCLES 200
ECP fit-lanl2dz
BASIS lanl2dz
SYMMETRY false
OCCUPATIONS 2 ! pseudo—fractional occupation numbers
FON_NORB 10 ! 10 fractionally occupied orbitals above and below the Fermi level
FON_T_START 1000 ! starting electronic temperature: 1000 K
FON_T_END 0 ! final electronic temperature: 0 K
FON_T_METHOD 2 ! constant cooling scheme
FON_T_SCALE 25 ! reduce the temperature by 25 K per cooling step
FON_E_THRESH 5 ! freeze occupation numbers once DIIS error is 10-5
GEN_SCFMAN false
Send

4.5.7 Geometric Direct Minimization (GDM)

Geometric Direct Minimization (GDM) is an extremely robust SCF convergence algorithm that is only slightly less
efficient than DIIS. The GDM algorithm takes steps in an orbital rotation space that properly respects the hyperspherical
geometry of the manifold of allowed SCF solutions. In other words, orbital rotations are variables that describe a space
that is curved like a many-dimensional sphere. Just like the optimum flight paths for airplanes are not straight lines but
great circles, so too are the optimum steps in orbital rotation space. GDM takes this correctly into account, which is the
origin of its efficiency and its robustness. For full details see Ref. 88. GDM is a good alternative to DIIS for SCF jobs
that exhibit convergence difficulties with DIIS. The GDM algorithm has been extended to restricted open-shell SCF
calculations, and results indicate that it is much more efficient as compared to older direct-minimization methods.

Section 4.5.3 discussed the fact that DIIS can efficiently head towards the global SCF minimum in the early iterations.
This can be true even if DIIS fails to converge in later iterations. For this reason, a hybrid scheme has been implemented
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which uses the DIIS minimization procedure to achieve convergence to an intermediate cutoff threshold. Thereafter,
the geometric direct minimization algorithm is used. This scheme combines the strengths of the two methods quite
nicely: the ability of DIIS to recover from initial guesses that may not be close to the global minimum, and the ability
of GDM to robustly converge to a local minimum, even when the local surface topology is challenging for DIIS. This
is the recommended procedure with which to invoke GDM (i.e., setting SCF_ALGORITHM = DIIS_GDM). This hybrid
procedure is also compatible with the SAD guess, while GDM itself is not, because it requires an initial guess set of
orbitals. If one wishes to disturb the initial guess as little as possible before switching on GDM, one should additionally
specify MAX_DIIS_CYCLES = 1 to obtain only a single Roothaan step (which also serves up a properly orthogonalized
set of orbitals).

$rem options relevant to GDM are SCF_ALGORITHM which should be set to either GDM or DIIS_GDM and the follow-
ing:

MAX_DIIS_CYCLES
The maximum number of DIIS iterations before switching to (geometric) direct minimization

when SCF_ALGORITHM is DIIS_GDM or DIIS_DM. See also THRESH_DIIS_SWITCH.
TYPE:

INTEGER
DEFAULT:
50

OPTIONS:
1 Only a single Roothaan step before switching to (G)DM

n  n DIIS iterations before switching to (G)DM.
RECOMMENDATION:

None

THRESH_DIIS_SWITCH
The threshold for switching between DIIS extrapolation and direct minimization of the SCF

energy is 10~ THRESH_DIIS_SWITCH 10y SCE_ALGORITHM is DIIS_GDM or DIIS_DM. See

also MAX_DIIS_CYCLES.
TYPE:

INTEGER
DEFAULT:
2
OPTIONS:
User-defined.
RECOMMENDATION:
None
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Example 4.12 Input for a UHF calculation using geometric direct minimization (GDM) on the phenyl radical, after
initial iterations with DIIS.

Smolecule
0 2
cl

xl ¢l 1.0

c2 ¢l rc2 x1 90.0
x2 ¢c2 1.0 ¢l 90.0 x1 0.0
c3 ¢l rc3 x1 90.0 c2 tc3
cd cl rc3 x1 90.0 c2 -tc3
cS5 ¢3 rch cl acb x1 -90.0
c6 c4 rc5 cl ach x1 90.0
hl ¢2 rhl x2 90.0 ¢l 180.0
h2 ¢3 rh2 cl ah2 x1 90.0
h3 ¢4 rh2 cl ah2 x1 -90.0
h4 ¢5 rh4 c3 ah4 ¢l 180.0
h5 ¢6 rhd4 c4 ah4 ¢l 180.0
rc2 = 2.672986
rc3 = 1.354498
tc3 = 62.851505
rcb = 1.372904
ach = 116.454370
rhl = 1.085735
rh2 = 1.085342
ah2 = 122.157328
rh4d = 1.087216
ah4 = 119.523496

Send

Srem
BASIS = 6-31G*
METHOD = hf
SCF_ALGORITHM = diis_gdm
SCF_CONVERGENCE = 7
THRESH =10

Send

4.5.8 Direct Minimization (DM)

Direct minimization (DM) is a less sophisticated forerunner of the geometric direct minimization (GDM) method
discussed in the previous section. DM does not properly step along great circles in the hyper-spherical space of orbital
rotations, and therefore converges less rapidly and less robustly than GDM, in general. DM is retained in Q-CHEM
only for legacy purposes. In general, the input options are the same as for GDM, with the exception of the specification
of SCF_ALGORITHM, which can be either DIIS_DM (recommended) or DM.
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PSEUDO_CANONICAL
When SCF_ALGORITHM = DM, this controls the way the initial step, and steps after subspace

resets are taken.
TYPE:

LOGICAL
DEFAULT:
FALSE

OPTIONS:
FALSE Use Roothaan steps when (re)initializing

TRUE  Use a steepest descent step when (re)initializing
RECOMMENDATION:
The default is usually more efficient, but choosing TRUE sometimes avoids problems with orbital

reordering.

4.5.9 Relaxed Constraint Algorithm (RCA)

The relaxed constraint algorithm (RCA) is an ingenious and simple means of minimizing the SCF energy that is
particularly effective in cases where the initial guess is poor. The latter is true, for example, when employing a user-
specified basis (when the “core” or GWH guess must be employed) or when near-degeneracy effects imply that the
initial guess will likely occupy the wrong orbitals relative to the desired converged solution.

Briefly, RCA begins with the SCF problem as a constrained minimization of the energy as a function of the density
matrix, E(P).'>!3 The constraint is that the density matrix be idempotent, P - P = P, which basically forces the
occupation numbers to be either zero or one. The fundamental realization of RCA is that this constraint can be relaxed
to allow sub-idempotent density matrices, P-P < P. This condition forces the occupation numbers to be between zero
and one. Physically, we expect that any state with fractional occupations can lower its energy by moving electrons from
higher energy orbitals to lower ones. Thus, if we solve for the minimum of F(P) subject to the relaxed sub-idempotent

constraint, we expect that the ultimate solution will nonetheless be idempotent.

In fact, for Hartree-Fock this can be rigorously proven. For density functional theory, it is possible that the minimum
will have fractional occupation numbers but these occupations have a physical interpretation in terms of ensemble
DFT. The reason the relaxed constraint is easier to deal with is that it is easy to prove that a linear combination of sub-
idempotent matrices is also sub-idempotent as long as the linear coefficients are between zero and one. By exploiting

this property, convergence can be accelerated in a way that guarantees the energy will go down at every step.

The implementation of RCA in Q-CHEM closely follows the “Energy DIIS” implementation of the RCA algorithm. *>
Here, the current density matrix is written as a linear combination of the previous density matrices:

P(x) =) z;P; (4.39)

To a very good approximation (exact for Hartree-Fock) the energy for P(z) can be written as a quadratic function of x:
1

E(z) = Z Eiz; + ) Zmi(Pi -P;)-(F; —Fj)z; (4.40)

At each iteration, x is chosen to minimize E(z) subject to the constraint that all of the x; are between zero and one.
The Fock matrix for P(z) is further written as a linear combination of the previous Fock matrices,

F(z) =Y 2;F; + 0F c(x) (4.41)
where 0F,.(z) denotes a (usually quite small) change in the exchange-correlation part that is computed once 2 has been

determined. We note that this extrapolation is very similar to that used by DIIS. However, this procedure is guaranteed
to reduce the energy E(x) at every iteration, unlike DIIS.
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In practice, the RCA approach is ideally suited to difficult convergence situations because it is immune to the erratic
orbital swapping that can occur in DIIS. On the other hand, RCA appears to perform relatively poorly near conver-
gence, requiring a relatively large number of steps to improve the precision of a good approximate solution. It is thus
advantageous in many cases to run RCA for the initial steps and then switch to DIIS either after some specified number
of iterations or after some target convergence threshold has been reached. Finally, note that by its nature RCA considers
the energy as a function of the density matrix. As a result, it cannot be applied to restricted open shell calculations
which are explicitly orbital-based. Note: RCA interacts poorly with INCDFT, so INCDFT is disabled by default when
an RCA or RCA_DIIS calculation is requested. To enable INCDFT with such a calculation, set INCDFT = 2 in the
$rem section. RCA may also have poor interactions with incremental Fock builds; if RCA fails to converge, setting

INCFOCK = FALSE may improve convergence in some cases.
Job-control variables for RCA are listed below, along with an example of its use.

RCA_PRINT

Controls the output from RCA SCF optimizations.
TYPE:

INTEGER
DEFAULT:

0

OPTIONS:
0 No print out

1 RCA summary information
2 Level 1 plus RCA coefficients

3 Level 2 plus RCA iteration details
RECOMMENDATION:

None

MAX _RCA_CYCLES
The maximum number of RCA iterations before switching to DIIS when SCF_ALGORITHM is

RCA_DIIS.
TYPE:

INTEGER
DEFAULT:

50
OPTIONS:

N N RCA iterations before switching to DIIS
RECOMMENDATION:

None

THRESH_RCA_SWITCH

The threshold for switching between RCA and DIIS when SCF_ALGORITHM is RCA_DIIS.
TYPE:

INTEGER
DEFAULT:

3
OPTIONS:

N  Algorithm changes from RCA to DIIS when Error is less than 10~
RECOMMENDATION:

None
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Example 4.13 RCA_DIIS algorithm applied a radical

Smolecule
0 2
H 1.004123 -0.180454 0.000000
O -0.246002 0.596152 0.000000
0 -1.312366 -0.230256 0.000000
Send
Srem
UNRESTRICTED true
METHOD hf
BASIS cc—pVDZ
SCF_GUESS gwh
SCF_ALGORITHM RCA_DIIS
THRESH 9
Send

4.5.10 Augmented Roothaan Hall Energy DIIS (ADIIS)

Similar to RCA/EDIIS, >34 the ADIIS algorithm proposed by Hu and Yang*? is also supposed to accelerate SCF
convergence in cases where DIIS performs poorly in the initial iterations. This algorithm also involves a Fock matrix

extrapolation scheme:
n

Foi =) cF; (4.42)
i=1
where f‘n+1 is the extrapolated Fock matrix to be diagonalized to generate the updated MOs and electron density,
F; = F[P,] is the Fock matrix constructed from the density matrix of the i-th iteration, and {c¢;} are the extrapolation
coefficients, which are obtained by minimizing the augmented Roothaan-Hall (ARH) energy function of an extrapolated
density P,y = 1| P,

n

fADIIS(Cl’ .. ey) = E[P,] + Z ¢i(P;—P,)-F,

i=1

1 n n
+§ZZCZ.CJ.(PZ. ~P,) (F; —F,) (4.43)

i=1 j=1

while subjected to the constraint >, ¢; = 1,¢; > 0 for all i. As suggested in the original literature,* variable
substitutions are conducted (¢; = t% / ZZ tf) to convert the constrained optimization to a standard, unconstrained
optimization problem (optimizers such as L-BFGS can be used to solve the latter). Note that while the sums in Egs. 4.42
and 4.43 runs from 1 to n, in practice it is unnecessary to extrapolate using all P; and F; obtained in the previous
SCF cycles. In the Q-CHEM implementation of ADIIS, the number of P;’s and F;’s used in the extrapolation has a
maximum of 6.

The ADIIS algorithm is known to become less efficient in the region close to SCF convergence. Therefore, it is desirable
to use the “ADIIS+DIIS” algorithm, which carries out ADIIS when the SCF error is below a threshold or the number of
ADIIS iterations reaches a certain value. This hybrid algorithm, which can be invoked by setting “SCF_ALGORITHM =
ADIIS_DIIS” in Q-CHEM, was shown to afford accelerated convergence for cases where DIIS alone was unable or took
much longer to converge the SCF problem. *?



Chapter 4: Self-Consistent Field Ground-State Methods 117

ADIIS_INNER_CONV

Convergence criterion for the ADIIS inner loops (L-BFGS optimization of Eq. 4.43)
TYPE:

INTEGER
DEFAULT:

12
OPTIONS:

n  Using 10~ as the convergence criterion for the ADIIS inner loops
RECOMMENDATION:

Use the default

THRESH_ADIIS_SWITCH

The threshold for switching from ADIIS to DIIS in ADIIS_DIIS calculations
TYPE:

INTEGER
DEFAULT:

3
OPTIONS:

n Switching from ADIIS to DIIS when the SCF error is below 10~
RECOMMENDATION:

3 or 4 is suitable

MAX_ADIIS_CYCLES
The maximum number of ADIIS cycles before switching to DIIS in ADIIS_DIIS calculations
TYPE:
INTEGER
DEFAULT:
30
OPTIONS:
N Doing at most N ADIIS iterations before switching to DIIS
RECOMMENDATION:
Use the default; typically there is no benefit of doing ADIIS for too many iterations
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Example 4.14 B3LYP/3-21g calculation for the Cd(II)-imidazole complex using the ADIIS_DIIS algorithm (switching
to DIIS when the error is below 10~3). The SADMO guess is used.

Smolecule

21

cd 0.000000 0.000000 0.000000
N 0.000000 0.000000 -2.260001
N -0.685444 0.000000 -4.348035
C 0.676053 0.000000 -4.385069
C 1.085240 0.000000 -3.091231
C -1.044752 0.000000 -3.060220
H 1.231530 0.000000 -5.300759
H 2.088641 0.000000 -2.711077
H -2.068750 0.000000 -2.726515
H -1.313170 0.000000 -5.174718
Send

Srem

JOBTYPE SP

METHOD B3LYP

BASIS 3-21G

SYMMETRY FALSE

SYM__IGNORE TRUE

THRESH 14

SCF_GUESS SADMO

SCF_ALGORITHM ADIIS_DIIS
SCF_CONVERGENCE 8
Send

4.5.11 User-Customized Hybrid SCF Algorithm

It is often the case that a single algorithm is not able to guarantee SCF convergence. Meanwhile, some SCF algorithms
(e.g., ADIIS) can accelerate convergence at the beginning of an SCF calculation but becomes less efficient near the
convergence. While a few hybrid algorithms (DIIS_GDM, RCA_DIIS) have been enabled in Q-CHEM’s original SCF
implementation, in GEN_SCFMAN, we seek for a more flexible setup for the use of multiple SCF algorithms so that
users can have a more precise control on the SCF procedure. With the current implementation, at most four distinct
algorithms (usually more than enough) can be employed in one single SCF calculation based on GEN_SCFMAN, and
the basic job control is as follows:

GEN_SCFMAN_HYBRID_ALGO

Use multiple algorithms in an SCF calculation based on GEN_SCFMAN.
TYPE:

BOOLEAN
DEFAULT:

FALSE

OPTIONS:
FALSE Use a single SCF algorithm (given by SCF_ALGORITHM).

TRUE  Use multiple SCF algorithms (to be specified).
RECOMMENDATION:

Set it to TRUE when the use of more than one algorithm is desired.
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GEN_SCFMAN_ALGO_1
The first algorithm to be used in a hybrid-algorithm calculation.
TYPE:
STRING
DEFAULT:
0
OPTIONS:
All the available SCF_ALGORITHM options, including the GEN_SCFMAN additions (Section 4.3).
RECOMMENDATION:
None

GEN_SCFMAN_ITER 1
Maximum number of iterations given to the first algorithm. If used up, switch to the next algo-

rithm.
TYPE:

INTEGER
DEFAULT:
50
OPTIONS:
User-defined
RECOMMENDATION:
None

GEN_SCFMAN_CONV_1
The convergence criterion given to the first algorithm. If reached, switch to the next algorithm.
TYPE:
INTEGER
DEFAULT:
0
OPTIONS:
n 107"
RECOMMENDATION:

None
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Note: $rem variables GEN_SCFMAN_ALGO_X, GEN_SCFMAN_ITER_X, GEN_SCFMAN_CONV_X (X = 2, 3, 4) are
defined and used in a similar way.

Example 4.15 B3LYP/3-21G calculation for a cadmium-imidazole complex using the ADIIS + DIIS algorithm (an
example from Ref. 42). Due to the poor quality of the CORE guess, using a single algorithm such as DIIS or GDM fails

to converge.

Smolecule
21

Q
Q.
o

.000000
0.000000
-0.685444
0.676053
1.085240
1.044752
1.231530
2.088641
-2.068750
-1.313170

TIDEm T QQQ=z2
|
[eNeNelNeNeNeNoNeNeNel

Ur
()
o]
Q.

Srem
EXCHANGE
BASIS
UNRESTRICTED
SYMMETRY
SYM_IGNORE
THRESH
SCF_GUESS
GEN_SCFMAN_HYBRID_ALGO
GEN_SCFMAN_ALGO_1
GEN_SCFMAN_CONV_1
GEN_SCFMAN_ITER_1
GEN_SCFMAN_ALGO_2
GEN_SCFMAN_CONV_2
GEN_SCFMAN_ITER_2
Send

4.5.12 Maximum Overlap Method (MOM)

.000000
.000000
.000000
.000000
.000000
.000000
.000000
.000000
.000000
.000000

B3LYP
3-21g
FALSE
FALSE
TRUE
14
CORE
TRUE
ADITIS

3 l!switch to DIIS when error < 1E-3

50
DIIS
8

50

.000000
.260001
.348035
.385069
.091231
.060220
.300759
.711077
.726515
.174718

In general, the DIIS procedure (Section 4.5.3) is remarkably successful. One difficulty that is occasionally encountered

is the problem of an SCF that occupies two different sets of orbitals on alternating iterations, and therefore oscillates and

fails to converge. This can be overcome by choosing orbital occupancies that maximize the overlap of the new occupied

orbitals with the set previously occupied. Q-CHEM contains the maximum overlap method (MOM),*? developed by
Andrew Gilbert and Peter Gill. With GEN_SCFMAN, the MOM algorithm can be applied to R, U, and RO SCF
calculations when paired with the DIIS algorithm.

MOM is therefore is a useful adjunct to DIIS in convergence problems involving flipping of orbital occupancies. It
is controlled by the $rem variable MOM_START, which specifies the SCF iteration on which the MOM procedure is

first enabled. There are two strategies that are useful in setting a value for MOM_START. To help maintain an initial

configuration it should be set to start on the first cycle. On the other hand, to assist convergence it should come on later

to avoid holding on to an initial configuration that may be far from the converged one.

The MOM-related $rem variables in full are the following:
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MOM_PRINT

Switches printing on within the MOM procedure.
TYPE:

LOGICAL
DEFAULT:

FALSE

OPTIONS:
FALSE  Printing is turned off

TRUE  Printing is turned on.

RECOMMENDATION:

None
MOM_START

Determines when MOM is switched on to stabilize DIIS iterations.
TYPE:

INTEGER
DEFAULT:

0 (FALSE)
OPTIONS:

0 (FALSE) MOM is not used

n MOM begins on cycle n.
RECOMMENDATION:

Set to 1 if preservation of initial orbitals is desired. If MOM is to be used to aid convergence, an
SCF without MOM should be run to determine when the SCF starts oscillating. MOM should be
set to start just before the oscillations.

MOM_METHOD

Determines the target orbitals with which to maximize the overlap on each SCF cycle.
TYPE:

INTEGER
DEFAULT:

MOM

OPTIONS:
MOM  Maximize overlap with the orbitals from the previous SCF cycle.

IMOM Maximize overlap with the initial guess orbitals.
RECOMMENDATION:
If appropriate guess orbitals can be obtained, then IMOM can provide more reliable convergence

to the desired solution.’

Example 4.4.16 An example showing how to converge a ROHF calculation on the 34, state of DMX. Note the use of
reading in orbitals from a previous closed-shell calculation and the use of MOM to maintain the orbital occupancies.
The 3B is obtained if MOM is not used.

View input online

4.5.13 Square Gradient Minimization (SGM)

The GDM method (Section 4.5.7) is an extremely effective energy minimizer but it cannot reliably be applied to
optimize excited-state orbitals, as such states are typically unstable stationary points in orbital-rotation space. Energy


https://manual.q-chem.com/6.0{}/examples/inputs/ROHFMOMdmx.in
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minimization based approaches therefore tend to ‘slip” from these saddle points to some local minima (often the ground
state, a phenomenon often described as ‘variational collapse’).

Diptarka Hait and Martin Head-Gordon have proposed an alternative way to optimize excited state orbitals, by mini-
mizing the square of the energy gradient against orbital degrees of freedom.* This energy gradient should be zero for
all stationary points in energy, and thus all such stationary points are global minima of the squared energy gradient A.
Quasi-Newton methods therefore can reliably converge to the stationary point closest to the initial guess orbitals by
minimizing A, without the risk of variational collapse. The resulting SGM approach is thus essentially an extension
of GDM that converges to the closest state (i.e., stationary point in orbital space) to the initial guess, as opposed to the
closest energy minimum. SGM consequently can be used for reliable excited state optimization within a direct min-
imization framework, similar to how the MOM algorithm of Section 4.5.12 can be used in conjunction with iterative
diagonalization methods like DIIS. Further details about SGM applying for excited-state orbital optimization can be
found in Section 7.8.3. Full details of the SGM algorithm are provided in Ref. 35.

The use of SGM is controlled by the SCF_ALGORITHM variable in the $rem section:

SCF_ALGORITHM

Algorithm used for converging the SCF.
TYPE:

STRING
DEFAULT:

None

OPTIONS:
SGM

SGM_LS

SGM_QLS for R and U orbitals only
RECOMMENDATION:
SGM should be used for RO and or OS_RO orbitals only. SGM_LS is recommended for R or U

orbitals, though it can also be used for RO and OS_RO orbitals. SGM_QLS is a slower, but more

robust option for R and U calculations.

DELTA_GRADIENT_SCALE
Scales the gradient of A by N/100, which can be useful for cases with troublesome convergence

by reducing step size.
TYPE:

INTEGER
DEFAULT:

100
OPTIONS:

N
RECOMMENDATION:

Use default. For problematic cases 50, 25, 10 or even 1 could be useful.

4.5.14 State-Targeted Energy Projection (STEP)

The maximum overlap method (Sec. 4.5.12) is successful in many cases, but when optimizing excited state orbitals
it can be prone to variational collapse (falling from the target configuration to the ground state). This behavior was
improved with the “initial” MOM (IMOM) procedure, which uses the initial guess molecular orbital coefficients as
the reference for the overlap criterion (see Sec. 7.6 for details). While IMOM lends a significant improvement to the
MOM, it occasionally also falls victim to variational collapse, incentivizing the pursuit of alternatives to these methods.
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One such alternative, proposed by Kevin Carter-Fenk and John Herbert, is the state-targeted energy projection (STEP)
procedure, which applies a simple level-shift formalism to converge to the target state. ' The STEP algorithm retains the
cost-effectiveness of the MOM procedures (about the same cost per cycle as a normal SCF), while simultaneously being
far more robust in converging to the target state. Further details on the STEP procedure can be found in Section 7.8.4,
and for a complete account of the STEP algorithm the reader is referred to Ref. 14.

The STEP-related $rem variables are the following:

STEP

Activates the STEP procedure.
TYPE:

LOGICAL
DEFAULT:

FALSE

OPTIONS:
FALSE Do not apply the STEP level-shift algorithm.

TRUE  Apply the STEP level-shift algorithm.
RECOMMENDATION:

None

STEP_EPSILON
Scales the size of the occupied/virtual gap imposed by the level-shift by N/100 Hartree.
TYPE:
INTEGER
DEFAULT:
10
OPTIONS:
N

RECOMMENDATION:
Use the default unless convergence issues arise, in which case a larger value can be used until the

desired state is found. Be aware that increasing the occupied/virtual gap in level-shift algorithms
slows convergence so it may be advisable to increase SCF_MAX_CYCLES if large shifts are
required.

STEP_PRINT

Controls the print level for STEP algorithm information.
TYPE:

INTEGER
DEFAULT:

1

OPTIONS:
0 Do not print any information about STEP between SCF cycles.

1 Print the level-shift applied at each SCF cycle (R- and U-STEP).

2 Print the level-shift for both mixed and triplet states at each SCF cycle (RO-STEP).
RECOMMENDATION:
Use the default. Level shifts of 0 indicate that an aufbau criterion is sufficient to determine orbital

occupation, and shifts > 0 imply non-aufbau selection of the occupied space.
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4.5.15 Internal Stability Analysis and Automated Correction for Energy Minima

At convergence, the SCF energy will be at a stationary point with respect to changes in the MO coefficients. However,
this stationary point is not guaranteed to be an energy minimum, and in cases where it is not, the wave function is said
to be unstable. Even if the wave function is at a minimum, this minimum may be an artifact of the constraints placed
on the form of the wave function. For example, an unrestricted calculation will usually give a lower energy than the
corresponding restricted calculation, and this can give rise to an RHF — UHF instability.

Based on our experience, even for very simple data set such as the G2 atomization energies, '® using the default algo-
rithm (DIIS) produces unstable solutions for several species (even for single atoms with some density functionals). In
such cases, failure to check the internal stability of SCF solutions can result in flawed benchmark results. Although in
general the use of gradient-based algorithms such as GDM is more likely to locate the true minimum, it still cannot
entirely eliminate the possibility of finding an unstable solution.

To understand what instabilities can occur, it is useful to consider the most general form possible for the spin orbitals:

Xi(r, ¢) = ¥ (r)a(C) +9f (r)B(C) - (4.44)

Here, v and wf are complex-valued functions of the Cartesian coordinates r, and « and (3 are spin eigenfunctions of
the spin-variable (. The first constraint that is almost universally applied is to assume the spin orbitals depend only on
one or other of the spin-functions « or 5. Thus, the spin-functions take the form

Xi(r, Q) =9 (r)a(Q) or xi(r,Q) =¥ (®)B(() . (4.45)

In addition, most SCF calculations use real functions, and this places an additional constraint on the form of the wave
function. If there exists a complex solution to the SCF equations that has a lower energy, the wave function exhibits a
real — complex instability. The final constraint that is commonly placed on the spin-functions is that 1" = wf , L.e.,
that the spatial parts of the spin-up and spin-down orbitals are the same. This gives the familiar restricted formalism
and can lead to an RHF — UHF instability as mentioned above. Further details about the possible instabilities can be
found in Ref. 70.

Wave function instabilities can arise for several reasons, but frequently occur if

* There exists a singlet diradical at a lower energy then the closed-shell singlet state.
» There exists a triplet state at a lower energy than the lowest singlet state.

* There are multiple solutions to the SCF equations, and the calculation has not found the lowest energy solution.
Q-CHEM’s previous stability analysis package suffered from the following limitations:

* Itis only available for restricted (close-shell) and unrestricted SCF calculations.
* It requires the analytical orbital Hessian of the wave function energy.

* The calculation terminates after the corrected MOs are generated, and a second job is needed to read in these
orbitals and run another SCF calculation.

The implementation of internal stability analysis in GEN_SCFMAN overcomes almost all these shortcomings. Its
availability has been extended to all the implemented orbital types. As in the old code, when the analytical Hessian
of the given orbital type and theory (e.g. RO/B3LYP) is available, it computes matrix-vector products analytically for
the Davidson algorithm.?' If the analytical Hessian is not available, users can still run stability analysis by using the

173

finite-difference matrix-vector product technique developed by Sharada et a which requires the gradient (related to

the Fock matrix) only:
VE(Xq+&by) — VE(X — £by)

2€

Hb, = (4.46)
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where H is the Hessian matrix, by is a trial vector, X stands for the current stationary point, and £ is the finite step
size. With this method, internal stability analysis is available for all the implemented orbital types in GEN_SCFMAN.
It should be noted that since the second derivative of NLC functionals (except for VV10) is not available in Q-CHEM,
this finite-difference method will be used by default for the evaluation of Hessian-vector products.

GEN_SCFMAN allows multiple SCF calculations and stability analyses to be performed in a single job so that it can
make use of the corrected MOs and locate the true minimum automatically. The MOs are displaced along the direction
of the lowest-energy eigenvector (with line search) if an SCF solution is found to be unstable. A new SCF calculation
that reads in these corrected MOs as initial guess will be launched automatically if INTERNAL_STABILITY_ITER > 0.
Such macro-loops will keep going until a stable solution is reached.

Note: The stability analysis package can be used to analyze both HF and DFT wave functions.

4.5.15.1 Job Control
INTERNAL_STABILITY
Perform internal stability analysis in GEN_SCFMAN.
TYPE:
BOOLEAN
DEFAULT:
FALSE

OPTIONS:
FALSE Do not perform internal stability analysis after convergence.

TRUE  Perform internal stability analysis and generate the corrected MOs.
RECOMMENDATION:

Turn it on when the SCF solution is prone to unstable solutions, especially for open-shell species.

FD_MAT_VEC_PROD

Compute Hessian-vector product using the finite difference technique.
TYPE:

BOOLEAN
DEFAULT:

FALSE (TRUE when the employed functional contains non-local correlation (except VV10))

OPTIONS:
FALSE Compute Hessian-vector product analytically.

TRUE  Use finite difference to compute Hessian-vector product.
RECOMMENDATION:
Set it to TRUE when analytical Hessian is not available.

Note: For simple R and USCEF calculations, it can always be set to FALSE, which indicates that
only the NLC part will be computed with finite difference (if its analytic orbital hessian is
unavailable).
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INTERNAL_STABILITY_ITER
Maximum number of new SCF calculations permitted after the first stability analysis is per-

formed.
TYPE:

INTEGER
DEFAULT:

0 (automatically set to 1 if INTERNAL_STABILITY = TRUE)
OPTIONS:

n  n new SCF calculations permitted.
RECOMMENDATION:

Give a larger number if 1 is not enough (still unstable).

INTERNAL_STABILITY_DAVIDSON_ITER
Maximum number of Davidson iterations allowed in one stability analysis.
TYPE:
INTEGER
DEFAULT:
50
OPTIONS:
n  Perform up to n Davidson iterations.
RECOMMENDATION:
Use the default.

INTERNAL_STABILITY_CONV
Convergence criterion for the Davidson solver (for the lowest eigenvalues).
TYPE:
INTEGER
DEFAULT:
4 (3 when FD_MAT_VEC_PROD = TRUE)
OPTIONS:
n  Terminate Davidson iterations when the norm of the residual vector is below 107"
RECOMMENDATION:
Use the default.

INTERNAL_STABILITY_ROOTS

Number of lowest Hessian eigenvalues to solve for.
TYPE:

INTEGER
DEFAULT:

2
OPTIONS:

n  Solve for n lowest eigenvalues.
RECOMMENDATION:

Use the default.
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Example 4.17 Unrestricted SCF calculation of triplet By using BO7M-V/6-31g with the GDM algorithm. A dis-
placement is performed when the first solution is characterized as a saddle point, and the second SCF gives a stable
solution.

Smolecule
0 3
b
b 1R

R = 1.587553

Send
Srem
JOBTYPE sp
METHOD b9 7m-v
BASIS 6-31g
UNRESTRICTED true
THRESH 14
SYMMETRY false
SYM_IGNORE true
SCF_FINAL_ PRINT 1
SCF_ALGORITHM gdm
SCF_CONVERGENCE 8
INTERNAL_STABILITY true !turn on internal stability analysis
FD_MAT_ VEC_PROD false !use finite-diff for the vv1l0 part only
Send

4.6 Large Molecules and Linear Scaling Methods

4.6.1 Introduction

Construction of the effective Hamiltonian, or Fock matrix, has traditionally been the rate-determining step in self-
consistent field calculations, due primarily to the cost of two-electron integral evaluation, even with the efficient meth-
ods available in Q-CHEM (see Appendix A). However, for large enough molecules, significant speedups are possible
by employing linear-scaling methods for each of the nonlinear terms that can arise. Linear scaling means that if the
molecule size is doubled, then the computational effort likewise only doubles. There are three computationally signifi-
cant terms:

* Electron-electron Coulomb interactions, for which Q-CHEM incorporates the Continuous Fast Multipole Method
(CFMM) discussed in section 4.6.2

» Exact exchange interactions, which arise in hybrid DFT calculations and Hartree-Fock calculations, for which

Q-CHEM incorporates the LinK method discussed in section 4.6.3 below.

* Numerical integration of the exchange and correlation functionals in DFT calculations, which we have already
discussed in section 5.5.

Q-CHEM supports energies and efficient analytical gradients for all three of these high performance methods to permit
structure optimization of large molecules, as well as relative energy evaluation. Note that analytical second derivatives
of SCF energies do not exploit these methods at present.

For the most part, these methods are switched on automatically by the program based on whether they offer a significant
speedup for the job at hand. Nevertheless it is useful to have a general idea of the key concepts behind each of these
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algorithms, and what input options are necessary to control them. That is the primary purpose of this section, in addition
to briefly describing two more conventional methods for reducing computer time in large calculations in Section 4.6.4.

There is one other computationally significant step in SCF calculations, and that is diagonalization of the Fock matrix,
once it has been constructed. This step scales with the cube of molecular size (or basis set size), with a small pre-factor.
So, for large enough SCF calculations (very roughly in the vicinity of 2000 basis functions and larger), diagonalization
becomes the rate-determining step. The cost of cubic scaling with a small pre-factor at this point exceeds the cost of the
linear scaling Fock build, which has a very large pre-factor, and the gap rapidly widens thereafter. This sets an effective
upper limit on the size of SCF calculation for which Q-CHEM is useful at several thousand basis functions.

4.6.2 Continuous Fast Multipole Method (CFMM)

The quantum chemical Coulomb problem, perhaps better known as the DFT bottleneck, has been at the forefront of
many research efforts throughout the 1990s. The quadratic computational scaling behavior conventionally seen in the
construction of the Coulomb matrix in DFT or HF calculations has prevented the application of ab initio methods to
molecules containing many hundreds of atoms. Q-CHEM Inc., in collaboration with White and Head-Gordon at the
University of California at Berkeley, and Gill now at the Australian National University, were the first to develop the
generalization of Greengard’s Fast Multipole Method** (FMM) to continuous charged matter distributions in the form
of the CFMM, which is the first linear scaling algorithm for DFT calculations. This initial breakthrough has since lead
to an increasing number of linear scaling alternatives and analogies, but for Coulomb interactions, the CFMM remains
state of the art. There are two computationally intensive contributions to the Coulomb interactions which we discuss in
turn:

» Long-range interactions, which are treated by the CFMM

 Short-range interactions, corresponding to overlapping charge distributions, which are treated by a specialized
“J-matrix engine” together with Q-CHEM’s state-of-the art two-electron integral methods.

The Continuous Fast Multipole Method was the first implemented linear scaling algorithm for the construction of
the J matrix. In collaboration with Q-CHEM Inc., Dr. Chris White began the development of the CFMM by more
efficiently deriving®* the original Fast Multipole Method before generalizing it to the CFMM.*® The generalization
applied by White et al. allowed the principles underlying the success of the FMM to be applied to arbitrary (subject
to constraints in evaluating the related integrals) continuous, but localized, matter distributions. White and coworkers

95,96

further improved the underlying CFMM algorithm, then implemented it efficiently,”” achieving performance that

is an order of magnitude faster than some competing implementations.

The success of the CFMM follows similarly with that of the FMM, in that the charge system is subdivided into a
hierarchy of boxes. Local charge distributions are then systematically organized into multipole representations so that
each distribution interacts with local expansions of the potential due to all distant charge distributions. Local and distant
distributions are distinguished by a well-separated (WS) index, which is the number of boxes that must separate two
collections of charges before they may be considered distant and can interact through multipole expansions; near-field
interactions must be calculated directly. In the CFMM each distribution is given its own WS index and is sorted on
the basis of the WS index, and the position of their space centers. The implementation in Q-CHEM has allowed the
efficiency gains of contracted basis functions to be maintained.

The CFMM algorithm can be summarized in five steps:

1. Form and translate multipoles.

2. Convert multipoles to local Taylor expansions.
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3. Translate Taylor information to the lowest level.
4. Evaluate Taylor expansions to obtain the far-field potential.

5. Perform direct interactions between overlapping distributions.

Accuracy can be carefully controlled by due consideration of tree depth, truncation of the multipole expansion and the
definition of the extent of charge distributions in accordance with a rigorous mathematical error bound. As a rough
guide, 10 poles are adequate for single point energy calculations, while 25 poles yield sufficient accuracy for gradient
calculations. Subdivision of boxes to yield a one-dimensional length of about 8 boxes works quite well for systems
of up to about one hundred atoms. Larger molecular systems, or ones which are extended along one dimension, will
benefit from an increase in this number. The program automatically selects an appropriate number of boxes by default.

For the evaluation of the remaining short-range interactions, Q-CHEM incorporates efficient J-matrix engines, orig-
inated by White and Head-Gordon.”” These are analytically exact methods that are based on standard two-electron
integral methods, but with an interesting twist. If one knows that the two-electron integrals are going to be summed
into a Coulomb matrix, one can ask whether they are in fact the most efficient intermediates for this specific task. Or,
can one instead find a more compact and computationally efficient set of intermediates by folding the density matrix
into the recurrence relations for the two-electron integrals. For integrals that are not highly contracted (i.e., are not
linear combinations of more than a few Gaussians), the answer is a dramatic yes. This is the basis of the J-matrix
approach, and Q-CHEM includes the latest algorithm developed by Yihan Shao working with Martin Head-Gordon at
Berkeley for this purpose. Shao’s J-engine is employed for both energies’' and forces, ’” and gives substantial speedups
relative to the use of two-electron integrals without any approximation—roughly a factor of 10 for energies and 30 for
forces at the level of an uncontracted dddd shell quartet, and increasing with angular momentum). Its use is automat-
ically selected for integrals with low degrees of contraction, while regular integrals are employed when the degree of
contraction is high, following the state of the art PRISM approach of Gill and coworkers.’

The CFMM is controlled by the following input parameters:

CFMM_ORDER

Controls the order of the multipole expansions in CFMM calculation.
TYPE:

INTEGER

DEFAULT:
15 For single point SCF accuracy

25  For tighter convergence (optimizations)
OPTIONS:

n Use multipole expansions of order n
RECOMMENDATION:
Use the default.
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GRAIN

Controls the number of lowest-level boxes in one dimension for CFMM.
TYPE:

INTEGER
DEFAULT:

-1 Program decides best value, turning on CFMM when useful
OPTIONS:

-1 Program decides best value, turning on CFMM when useful

1 Do not use CFMM

n > 8 Use CFMM with n lowest-level boxes in one dimension
RECOMMENDATION:

This is an expert option; either use the default, or use a value of 1 if CFMM is not desired.

4.6.3 Linear Scaling Exchange (LinK) Matrix Evaluation

Hartree-Fock calculations and the popular hybrid density functionals such as B3LYP also require two-electron integrals
to evaluate the exchange energy associated with a single determinant. There is no useful multipole expansion for the
exchange energy, because the bra and ket of the two-electron integral are coupled by the density matrix, which carries
the effect of exchange. Fortunately, density matrix elements decay exponentially with distance for systems that have
a HOMO/LUMO gap.69 The better the insulator, the more localized the electronic structure, and the faster the rate of
exponential decay. Therefore, for insulators, there are only a linear number of numerically significant contributions to
the exchange energy. With intelligent numerical thresholding, it is possible to rigorously evaluate the exchange matrix
in linear scaling effort. For this purpose, Q-CHEM contains the linear scaling K (LinK) method® to evaluate both
exchange energies and their gradients®' in linear scaling effort (provided the density matrix is highly sparse). The
LinK method essentially reduces to the conventional direct SCF method for exchange in the small molecule limit (by
adding no significant overhead), while yielding large speedups for (very) large systems where the density matrix is
indeed highly sparse. For full details, we refer the reader to the original papers.®'%> LinK can be explicitly requested
by the following option (although Q-CHEM automatically switches it on when the program believes it is the preferable
algorithm).

LIN_K

Controls whether linear scaling evaluation of exact exchange (LinK) is used.
TYPE:

LOGICAL
DEFAULT:

Program chooses, switching on LinK whenever CFMM is used.

OPTIONS:
TRUE Use LinK

FALSE Do not use LinK
RECOMMENDATION:

Use for HF and hybrid DFT calculations with large numbers of atoms.
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Example 4.18 Q-CHEM input for a large single point energy calculation. The CFMM is switched on automatically
when LinK is requested.

Scomment
HF/3-21G single point calculation on a large molecule
read in the molecular coordinates from file

Send

Smolecule
read base_pair.inp
Send

Srem

METHOD HF Hartree-Fock

BASIS sto-3g Basis set

LIN_K TRUE Calculate K using LinK
Send

4.6.4 Incremental and Variable Thresh Fock Matrix Building

The use of a variable integral threshold, operating for the first few cycles of an SCEF, is justifiable on the basis that the
MO coefficients are usually of poor quality in these cycles. In Q-CHEM, the integrals in the first iteration are calculated
at a threshold of 10~ (for an anticipated final integral threshold greater than, or equal to 10~%) to ensure the error in
the first iteration is solely sourced from the poor MO guess. Following this, the integral threshold used is computed as

t = 10~ VARTHRESH . (DIS error) (4.47)

where the DIIS error is that calculated from the previous cycle, VARTHRESH is the variable threshold set by the
program (by default) and ¢ is the temporary threshold used for integral evaluation. Each cycle requires recalculation of
all integrals. The variable integral threshold procedure has the greatest impact in early SCF cycles.

In an incremental Fock matrix build,®'>7*° F is computed recursively as
1
Fo =Fm 1 AJ™ - 5AK"‘—l (4.48)
where m is the SCF cycle, and AJ™ and AK" are computed using the difference density

AP™ =p™ —pm! (4.49)

Using Schwartz integrals and elements of the difference density, Q-CHEM is able to determine at each iteration which
ERIs are required, and if necessary, recalculated. As the SCF nears convergence, AP becomes sparse and the number

of ERIs that need to be recalculated declines dramatically, saving the user large amounts of computational time.

Incremental Fock matrix builds and variable thresholds are only used when the SCF is carried out using the direct SCF
algorithm and are clearly complementary algorithms. These options are controlled by the following input parameters,
which are only used with direct SCF calculations.
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INCFOCK
Iteration number after which the incremental Fock matrix algorithm is initiated
TYPE:
INTEGER
DEFAULT:
1 Start INCFOCK after iteration number 1
OPTIONS:
User-defined (0 switches INCFOCK off)
RECOMMENDATION:

May be necessary to allow several iterations before switching on INCFOCK.

VARTHRESH
Controls the temporary integral cut-off threshold, ¢ = 10~ VARTHRESH »(DJIS error)
TYPE:
INTEGER
DEFAULT:
0  Turns VARTHRESH off
OPTIONS:
n  User-defined threshold
RECOMMENDATION:

3 has been found to be a practical level, and can slightly speed up SCF evaluation.

Example 4.19 Q-CHEM input for a large single point energy calculation. This would be appropriate for a medium-
sized molecule, but for truly large calculations, the CFMM and LinK algorithms are far more efficient.

Scomment
HF/3-21G single point calculation on a large molecule
read in the molecular coordinates from file

Send

Smolecule
read base_pair.inp

Send

Srem
METHOD HF Hartree-Fock
BASIS 3-21G Basis set
INCFOCK 5 Incremental Fock after 5 cycles
VARTHRESH 3 1.0d-03 variable threshold
MAX_SCF_CYCLES 100

Send

4.6.5 Fourier Transform Coulomb Method

The Coulomb part of the DFT calculations using ordinary Gaussian representations can be sped up dramatically using
plane waves as a secondary basis set by replacing the most costly analytical electron repulsion integrals with numerical
integration techniques. The main advantages to keeping the Gaussians as the primary basis set is that the diagonalization
step is much faster than using plane waves as the primary basis set, and all electron calculations can be performed
analytically.
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The Fourier Transform Coulomb (FTC) technique 3!

is precise and tunable and all results are practically identical with
the traditional analytical integral calculations. The FTC technique is at least 2—3 orders of magnitude more accurate
then other popular plane wave based methods using the same energy cutoff. It is also at least 2-3 orders of magnitude
more accurate than the density fitting (resolution-of-identity) technique. Recently, an efficient way to implement the
forces of the Coulomb energy was introduced,>® and a new technique to localize filtered core functions. Both of these

features have been implemented within Q-CHEM and contribute to the efficiency of the method.

The FTC method achieves these spectacular results by replacing the analytical integral calculations, whose computa-
tional costs scales as O(N*) (where N is the number of basis function) with procedures that scale as only O(N?). The
asymptotic scaling of computational costs with system size is linear versus the analytical integral evaluation which is
quadratic. Research at Q-CHEM Inc. has yielded a new, general, and very efficient implementation of the FTC method
which work in tandem with the J-engine and the CFMM (Continuous Fast Multipole Method) techniques. >’

In the current implementation the speed-ups arising from the FTC technique are moderate when small or medium
Pople basis sets are used. The reason is that the J-matrix engine and CFMM techniques provide an already highly
efficient solution to the Coulomb problem. However, increasing the number of polarization functions and, particularly,
the number of diffuse functions allows the FTC to come into its own and gives the most significant improvements.
For instance, using the 6-311G+(df,pd) basis set for a medium-to-large size molecule is more affordable today then
before. We found also significant speed ups when non—Pople basis sets are used such as cc-pvTZ. The FTC energy and

gradients calculations are implemented to use up to f-type basis functions.

FTC

Controls the overall use of the FTC.
TYPE:

INTEGER
DEFAULT:

0

OPTIONS:
0 Do not use FTC in the Coulomb part

1 Use FTC in the Coulomb part
RECOMMENDATION:

Use FTC when bigger and/or diffuse basis sets are used.

FTC_SMALLMOL
Controls whether or not the operator is evaluated on a large grid and stored in memory to speed

up the calculation.
TYPE:

INTEGER
DEFAULT:
1

OPTIONS:
1 Use a big pre-calculated array to speed up the FTC calculations

0  Use this option to save some memory
RECOMMENDATION:

Use the default if possible and use 0 (or buy some more memory) when needed.
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FTC_CLASS_THRESH_ORDER
Together with FTC_CLASS_THRESH_MULT, determines the cutoff threshold for included a shell-

pair in the dd class, i.e., the class that is expanded in terms of plane waves.
TYPE:

INTEGER
DEFAULT:

5 Logarithmic part of the FTC classification threshold. Corresponds to 10~°
OPTIONS:

n  User specified
RECOMMENDATION:

Use the default.

FTC_CLASS_THRESH_MULT
Together with FTC_CLASS_THRESH_ORDER, determines the cutoff threshold for included a

shell-pair in the dd class, i.e., the class that is expanded in terms of plane waves.
TYPE:

INTEGER

DEFAULT:
5 Multiplicative part of the FTC classification threshold. Together with

the default value of the FTC_CLASS_THRESH_ORDER this leads to

the 5 x 10~° threshold value.
OPTIONS:

n  User specified.

RECOMMENDATION:
Use the default. If diffuse basis sets are used and the molecule is relatively big then tighter FTC

classification threshold has to be used. According to our experiments using Pople-type diffuse
basis sets, the default 5 x 10~° value provides accurate result for an alanine5 molecule while

1 x 1075 threshold value for alanine10 and 5 x 10~ value for alaninel5 has to be used.

4.6.6 Resolution of the Identity Fock Matrix Methods

Evaluation of the Fock matrix (both Coulomb, J, and exchange, K, pieces) can be sped up by an approximation known
as the resolution-of-the-identity (RI-JK). Essentially, the full complexity in common basis sets required to describe
chemical bonding is not necessary to describe the mean-field Coulomb and exchange interactions between electrons.
That is, p in the left side of

(uv|p) = Z(MV\AU)P,\U (4.50)
Ao

is much less complicated than an individual Ao function pair. The same principle applies to the FTC method in

subsection 4.6.5, in which case the slowly varying piece of the electron density is replaced with a plane-wave expansion.

With the RI-JK approximation, the Coulomb interactions of the function pair p(r) = Ao (r) Py, are fit by a smaller set
of atom-centered basis functions. In terms of J:

Z/d riPxoAo(ry) ~ Z/d ri Py K (r1)

The coefficients Px must be determined to accurately represent the potential. This is done by performing a least-

4.51)
ri—x| 1°|

squared minimization of the difference between Py, Ao (r;) and Px K (ry ), with differences measured by the Coulomb
metric. This requires a matrix inversion over the space of auxiliary basis functions, which may be done rapidly by
Cholesky decomposition.
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The RI-J can be invoked by either setting RI_J to be true, or (since Q-CHEM 5.2) specifying auxiliary basis set for J
using AUX_BASIS_J.

The RI method applied to the Fock matrix may be further enhanced by performing local fitting of a density or function
pair element. This is the basis of the atomic-RI method (ARI), which has been developed for both Coulomb (J)
matrix ° and exchange (K) matrix evaluation.’” In ARI, only nearby auxiliary functions K (r) are employed to fit the
target function. This reduces the asymptotic scaling of the matrix-inversion step as well as that of many intermediate
steps in the digestion of RI integrals. Briefly, atom-centered auxiliary functions on nearby atoms are only used if they
are within the “outer” radius (R;) of the fitting region. Between I and the “inner” radius (Ry), the amplitude of
interacting auxiliary functions is smoothed by a function that goes from zero to one and has continuous derivatives. To
optimize efficiency, the van der Waals radius of the atom is included in the cutoff so that smaller atoms are dropped
from the fitting radius sooner. The values of Ry and R; are specified as REM variables as described below.

RI_J

Toggles the use of the RI algorithm to compute J.
TYPE:

LOGICAL
DEFAULT:

FALSE RI will not be used to compute J.
OPTIONS:

TRUE  Turn on RI for J.

RECOMMENDATION:
For large (especially 1D and 2D) molecules the approximation may yield significant improve-

ments in Fock evaluation time when used with ARI.

RI_ K

Toggles the use of the RI algorithm to compute K.
TYPE:

LOGICAL
DEFAULT:

FALSE RI will not be used to compute K.
OPTIONS:

TRUE  Turn on RI for K.

RECOMMENDATION:
For large (especially 1D and 2D) molecules the approximation may yield significant improve-

ments in Fock evaluation time when used with ARI.

ARI

Toggles the use of the atomic resolution-of-the-identity (ARI) approximation.
TYPE:

LOGICAL
DEFAULT:

FALSE ARI will not be used by default for an RI-JK calculation.
OPTIONS:

TRUE Turn on ARL

RECOMMENDATION:
For large (especially 1D and 2D) molecules the approximation may yield significant improve-

ments in Fock evaluation time.
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ARI_RO

Determines the value of the inner fitting radius (in Angstroms)
TYPE:

INTEGER
DEFAULT:

4 A value of 4 A will be added to the atomic van der Waals radius.
OPTIONS:

n  User defined radius.
RECOMMENDATION:

For some systems the default value may be too small and the calculation will become unstable.

ARI_R1

Determines the value of the outer fitting radius (in Angstroms)
TYPE:

INTEGER
DEFAULT:

5 A value of 5 A will be added to the atomic van der Waals radius.
OPTIONS:

n  User defined radius.

RECOMMENDATION:
For some systems the default value may be too small and the calculation will become unstable.

This value also determines, in part, the smoothness of the potential energy surface.

4.6.7 PARI-K Fast Exchange Algorithm

PARI-K?’ is an algorithm that significantly accelerates the construction of the exchange matrix in Hartree-Fock and
hybrid density functional theory calculations with large basis sets. The speedup is made possible by fitting products of
atomic orbitals using only auxiliary basis functions found on their respective atoms. The PARI-K implementation in
Q-CHEM is an efficient MO-basis formulation similar to the AO-basis formulation of Merlot et al.** PARI-K is highly
recommended for calculations using basis sets of size augmented triple-zeta or larger, and should be used in conjunction
with the standard RI-J algorithm for constructing the Coulomb matrix.”’ The exchange fitting basis sets of Weigend *°
(cc-pVTZ-JK and cc-pVQZ-JK) are recommended for use in conjunction with PARI-K. The errors associated with the
PARI-K approximation appear to be only slightly worse than standard RI-HF. >’

PARI_K
Controls the use of the PARI-K approximation in the construction of the exchange matrix
TYPE:
LOGICAL
DEFAULT:
FALSE Do not use PARI-K.
OPTIONS:
TRUE Use PARI-K.
RECOMMENDATION:
Use for basis sets aug-cc-pVTZ and larger.
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4.6.8 occ-RI-K Exchange Algorithm

The occupied orbital RI-K (occ-RI-K) algorithm*® is a new scheme for building the exchange matrix (K) partially in
the MO basis using the RI approximation. occ-RI-K typically matches current alternatives in terms of both the accuracy
(energetics identical to standard RI-K) and convergence (essentially unchanged relative to conventional methods). On
the other hand, this algorithm exhibits significant speedups over conventional integral evaluation (14x) and standard
RI-K (3.3x) for a test system, a graphene fragment (CggHo2) using cc-pVQZ basis set (4400 basis functions), whereas
the speedup increases with the size of the AO basis set. Thus occ-RI-K helps to make larger basis set hybrid DFT
calculations more feasible, which is quite desirable for achieving improved accuracy in DFT calculations with modern
functionals.

The idea of the occ-RI-K formalism comes from a simple observation that the exchange energy Fx and its gradient
can be evaluated from the diagonal elements of the exchange matrix in the occupied-occupied block K;;, and occupied-
virtual block K, respectively, rather than the full matrix in the AO representation, K ,,,. Mathematically,

Ex = -Y PuKu

nv
= - Z CuiKuucui

nv
= - Ky (4.52)

and 9
K

=2K,; 4.53

9A,. (4.53)

where A is a skew-symmetric matrix used to parameterize the unitary transformation U, which represents the variations
of the MO coefficients as follows:
T
U=¢elr2), (4.54)

From Eq. 4.52 and 4.53 it is evident that the exchange energy and gradient need just K, rather than K, .

In regular RI-K one has to compute two quartic terms,”’ whereas there are three quartic terms for the occ-RI-K algo-
rithm. The speedup of the latter with respect to former can be explained from the following ratio of operations; refer to
Ref. 56 for details.

# of RI-K quartic operations oNX? +0oN?X ~ N(X+N)
# of occ-RI-K quartic operations ~ 02X2 + 02NX + 02NX  o(X + 2N)

(4.55)

With a conservative approximation of X ~ 2NV, the speedup is %(N /o). The occ-RI-K algorithm also involves some
cubic steps which should be negligible in the very large molecule limit. Tests in the Ref. 56 suggest that occ-RI-K for
small systems with large basis will gain less speed than a large system with small basis, because the cubic terms will

be more dominant for the former than the latter case.

In the course of SCF iteration, the occ-RI-K method does not require us to construct the exact Fock matrix explicitly.
Rather, k;,, contributes to the Fock matrix in the mixed MO and AO representations (F}, ) and yields orbital gradient and
DIIS error vectors for converging SCF. On the other hand, since occ-RI-K does not provide exactly the same unoccupied
eigenvalues, the diagonalization updates can differ from the conventional SCF procedure. In Ref. 56, occ-RI-K was

found to require, on average, the same number of SCF iterations to converge and to yield accurate energies.

The occ-RI-K can be invoked by either setting OCC_RI_K to be true, or (since Q-CHEM 5.2) specifying auxiliary basis
set for K using AUX_BASIS_K.
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OCC_RI_K
Controls the use of the occ-RI-K approximation for constructing the exchange matrix
TYPE:
LOGICAL
DEFAULT:
False Do not use occ-RI-K.
OPTIONS:
True Use occ-RI-K.
RECOMMENDATION:
Larger the system, better the performance

4.6.8.1 occ-RI-K for exchange energy gradient evaluation
A very attractive feature of occ-RI-K framework is that one can compute the exchange energy gradient with respect to
nuclear coordinates with the same leading quartic-scaling operations as the energy calculation.

The occ-RI-K formulation yields the following formula for the gradient of exchange energy in global Coulomb-metric
RI:

Eie = (ijlij)*
= ZZCMCW i (uv|P)* ZZCRC’S (R|S)* (4.56)
pvP ij RS ij

The superscript = represents the derivative with respect to a nuclear coordinate. Note that the derivatives of the MO
coefficients c,; are not included here, because they are already included in the total energy derivative calculation by
Q-CHEM via the derivative of the overlap matrix.

In Eq. 4.56, the construction of the density fitting coefficients (C 5,,) has the worst scaling of O(M*) because it involves
MO to AO back transformations:

C;Iju = Z cmc,,jCiI; (457)
ij

where the operation cost is 02 N X + o[NB2] X.

RI_K_GRAD

Turn on the nuclear gradient calculations
TYPE:

LOGICAL
DEFAULT:

FALSE Do not invoke occ-RI-K based gradient
OPTIONS:

TRUE Use occ-RI-K based gradient
RECOMMENDATION:

Use "RI_J false"
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Example 4.20 Q-CHEM input for a energy and gradient calculations with occ-RI-K method.

Smolecule
0 1

O O O O O O OO oo oo o
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o

Ur
()
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(o}

Srem
JOBTYPE

.0000000
.0000000
.0000000
.0000000
.0000000
.0000000
.0000000
.0000000
.0000000
.0000000
.8973039
.8973039
.8965960
.8965960
.8966512
.8966512
.8966512
.8966512
.8966507
.8966507
.8966507
.8966507
.8966512
.8966512
.8966512
.8966512
.8965960
.8965960
.8973039
.0000000
.8973039
.0000000

EXCHANGE

BASIS
AUX_BAS

IS

OCC_RI_K
RI_K_GRAD

INCFOCK

PURECART

Send

4.7 Dual-Basis Self-Consistent Field Calculations

4.7.1 Introduction

The dual-basis approximation

0.3057430
-0.5442831
0.3675825
-0.4853210
0.4264823
-0.4264823
0.4853210
-0.3675825
0.5442831
-0.3057430
0.9418895
0.9418895
-1.1827891
-1.1827891
1.0057416
1.0057416
-1.1234851
-1.1234851
1.0646443
1.0646443
-1.0646443
-1.0646443
1.1234851
1.1234851
-1.0057416
-1.0057416
1.1827891
1.1827891
-0.9418895
0.3580832
-0.9418895
-0.3580832

force

HF

cc—pVTZ
cc—-pVTZ-JK
1

1

0

1111

25,54,78,80-82

.7138876
.4256275
.1787857
.8908707
.6439435
.6439435
.8908707
.1787857
.4256275
.7138876
. 7433715
. 7433715
.4155828
.4155828
.1940146
.1940146
.8761493
.8761493
.6587590
.6587590
.6587590
.6587590
.8761493
.8761493
.1940146
.1940146
.4155828
.4155828
. 7433715
.5913113
. 7433715
.5913113

to self-consistent field (HF or DFT) energies provides an efficient means for

obtaining large basis set effects at vastly less cost than a full SCF calculation in a large basis set. First, a full SCF

calculation is performed in a chosen small basis (specified by BASIS2). Second, a single SCF-like step in the larger,
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target basis (specified, as usual, by BASIS) is used to perturbatively approximate the large basis energy. This correction
amounts to a first-order approximation in the change in density matrix, after the single large-basis step:

Etotal = Esmall basis T+ tr[(AP)F]large basis - (458)

Here F (in the large basis) is built from the converged (small basis) density matrix. Thus, only a single Fock build is
required in the large basis set. Currently, HF and DFT energies (SP) as well as analytic first derivatives (FORCE or OPT)
are available.

Note: As of version 4.0, first derivatives of unrestricted dual-basis DFT energies—though correct—require a code-
efficiency fix. We do not recommend use of these derivatives until this improvement has been made.

Across the G3 set'7!%2% of 223 molecules, using cc-pVQZ, dual-basis errors for B3LYP are 0.04 kcal/mol (energy)
and 0.03 kcal/mol (atomization energy per bond) and are at least an order of magnitude less than using a smaller basis
set alone. These errors are obtained at roughly an order of magnitude savings in cost, relative to the full, target-basis
calculation.

4.7.2 Dual-Basis MP2

The dual-basis approximation can also be used for the reference energy of a correlated second-order Mgller-Plesset
(MP2) calculation. 382 When activated, the dual-basis HF energy is first calculated as described above; subsequently,
the MO coefficients and orbital energies are used to calculate the correlation energy in the large basis. This technique
is particularly effective for RI-MP2 calculations (see Section 6.6), in which the cost of the underlying SCF calculation

often dominates.

Furthermore, efficient analytic gradients of the DB-RI-MP2 energy have been developed” and added to Q-CHEM.
These gradients allow for the optimization of molecular structures with RI-MP2 near the basis set limit. Typical
computational savings are on the order of 50% (aug-cc-pVDZ) to 71% (aug-cc-pVTZ). Resulting dual-basis errors are

only 0.001 A in molecular structures and are, again, significantly less than use of a smaller basis set alone.

4.7.3 Dual-Basis Dynamics

The ability to compute SCF and MP2 energies and forces at reduced cost makes dual-basis calculations attractive for
ab initio molecular dynamics simulations, which are described in Section 9.10. Dual-basis BOMD has demonstrated 83
savings of 58%, even relative to state-of-the-art, Fock-extrapolated BOMD. Savings are further increased to 71% for
dual-basis RI-MP2 dynamics. Notably, these timings outperform estimates of extended Lagrangian (‘“Car-Parrinello™)

dynamics, without detrimental energy conservation artifacts that are sometimes observed in the latter. >

Two algorithm improvements make modest but worthwhile improvements to dual-basis dynamics. First, the iterative,
small-basis calculation can benefit from Fock matrix extrapolation.*® Second, extrapolation of the response equations
(“Z-vector” equations) for nuclear forces further increases efficiency.’”” (See Section 9.10.) Q-CHEM automatically
adjusts to extrapolate in the proper basis set when DUAL_BASIS_ENERGY is activated.

4.7.4 Basis-Set Pairings

We recommend using basis pairings in which the small basis set is a proper subset of the target basis (6-31G into
6-31G*, for example). They not only produce more accurate results; they also lead to more efficient integral screening
in both energies and gradients. Subsets for many standard basis sets (including Dunning-style cc-pV X Z basis sets and
their augmented analogs) have been developed and thoroughly tested for these purposes. A summary of the pairings is
provided in Table 4.7.4; details of these truncations are provided in Figure 4.1.
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A new pairing for 6-31G*-type calculations is also available. The 6-4G subset (named r64G in Q-CHEM) is a subset
by primitive functions and provides a smaller, faster alternative for this basis set regime.’® A case-dependent switch in
the projection code (still OVPROJECTION) properly handles 6-4G. For DB-HF, the calculations proceed as described
above. For DB-DFT, empirical scaling factors (see Ref. 78 for details) are applied to the dual-basis correction. This
scaling is handled automatically by the code and prints accordingly.

As of Q-CHEM version 3.2, the basis set projection code has also been adapted to properly account for linear depen-
dence,®” which can often be problematic for large, augmented (aug-cc-pVTZ, etc.) basis set calculations. The same
standard keyword (LIN_DEP_THRESH) is used to determine linear dependence in the projection code. Because of the
scheme used to account for linear dependence, only proper-subset pairings are now allowed.

Like single-basis calculations, user-specified general or mixed basis sets may be employed (see Chapter 8) with dual-
basis calculations. The target basis specification occurs in the standard $basis section. The smaller, secondary basis
is placed in a similar $basis2 section; the syntax within this section is the same as the syntax for $basis. General and
mixed small basis sets are activated by BASIS2 = BASIS2_GEN and BASIS2 = BASIS2_MIXED, respectively.

BASIS BASIS2
cc-pVTZ rcc-pVTZ
cc-pvVQZ rcc-pvVQZ
aug-cc-pVDZ racc-pVDZ
aug-cc-pVTZ racc-pVTZ
aug-cc-pvVQZ racc-pVQZ
6-31G* 164G, 6-31G
6-31G** 164G, 6-31G
6-31++G** 6-31G*

6-311++G(3df,3pd) 6-311G*, 6-311+G*

Table 4.2: Summary and nomenclature of recommended dual-basis pairings

4.7.5 Job Control and Example

Dual-basis calculations are controlled with the following $rem. DUAL_BASIS_ENERGY turns on the dual-basis approx-
imation. Note that use of BASIS2 without DUAL_BASIS_ENERGY only uses basis set projection to generate the initial
guess and does not invoke the dual-basis approximation (see Section 4.4.5). OVPROJECTION is used as the default
projection mechanism for dual-basis calculations; it is not recommended that this be changed. Specification of SCF
variables (e.g., THRESH) will apply to calculations in both basis sets.
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Figure 4.1: Structure of the truncated basis set pairings for cc-pV(T,Q)Z and aug-cc-pV(D,T,Q)Z. The most compact
functions are listed at the top. Primed functions depict diffuse function augmentation. Dashes indicate eliminated
functions, relative to the paired standard basis set. In each case, the truncations for hydrogen and heavy atoms are

shown, along with the nomenclature used in Q-CHEM.
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DUAL_BASIS_ENERGY

Activates dual-basis SCF (HF or DFT) energy correction.
TYPE:

LOGICAL
DEFAULT:

FALSE

OPTIONS:
Analytic first derivative available for HF and DFT (see JOBTYPE)

Can be used in conjunction with MP2 or RI-MP2

See BASIS, BASIS2, BASISPROJTYPE
RECOMMENDATION:
Use dual-basis to capture large-basis effects at smaller basis cost. Particularly useful with RI-

MP2, in which HF often dominates. Use only proper subsets for small-basis calculation.
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4.7.5.1 Examples

Example 4.21 Input for a dual-basis B3LYP single-point calculation.

Smolecule

01

H

H 1 0.75
Send

Srem
METHOD
BASIS
BASIS2
DUAL_BASIS_ENERGY
Send

Example 4.22 Input for a dual-basis B3LYP single-point calculation with a minimal 6-4G small basis.

Smolecule

01

H

H 1 0.75
Send

Srem

JOBTYPE

METHOD

AUX_BASIS

BASIS

BASIS2

DUAL_BASIS_ENERGY
Send

b3lyp
6-31G*
r64G
true

opt

rimp2
rimp2-aug-cc-pVDZ
aug-cc-pVDZ
racc-pVDZ

true

Example 4.23 Input for a dual-basis RI-MP2 geometry optimization.

Smolecule

01

H

H 1 0.75
Send

Srem

JOBTYPE

METHOD

AUX_BASIS

BASIS

BASIS2

DUAL_BASIS_ENERGY
Send

opt

rimp2
rimp2-aug-cc-pVDZ
aug—-cc-pVDZ
racc—-pVDZ

true
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Example 4.24 Input for a dual-basis RI-MP2 single-point calculation with mixed basis sets.

Smolecule

01

H

O 1 1.1

H 2 1.1 1 104.5
Send

Srem
JOBTYPE opt
METHOD rimp2
AUX_BASIS aux_mixed
BASIS mixed
BASIS2 basis2_mixed
DUAL_BASIS_ENERGY true

Send

Sbasis
H1
cc—pVTZ
* k Kk Kk
o 2
aug—-cc-pVTZ
* k Kk Kk
H 3
cc—pVTZ
* k kK

Send

Sbasis?2
H1
rcc—pVTZ
* k Kk Kk
o 2
racc—-pVTZ
* k Kk Kk
H 3
rcc—pVTZ
* k Kk Kk

Send

Saux_basis
H1
rimp2-cc-pVTZ
* k k ok
o 2
rimp2-aug-cc-pVTZ
* kK x
H 3
rimp2-cc-pVTZ
* kK %

Send
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4.8 Hartree-Fock and Density-Functional Perturbative Corrections

4.8.1 Introduction

Closely related to the dual-basis approach of Section 4.7, but somewhat more general, is the Hartree-Fock perturbative
correction (HFPC) developed by Deng et al..?>*> An HFPC calculation consists of an iterative HF calculation in a
small primary basis followed by a single Fock matrix formation, diagonalization, and energy evaluation in a larger,
secondary basis. In the following, we denote a conventional HF calculation by HF/basis, and a HFPC calculation by
HFPC/primary/secondary. Using a primary basis of n functions, the restricted HF matrix elements for a 2m-electron

system are
n

1
Fuy =hu + Y P {(/LV/\(T) - 2(,LL>\I/O')} (4.59)
Ao

Solving the Roothaan-Hall equation in the primary basis results in molecular orbitals and an associated density matrix,
P. In an HFPC calculation, P is subsequently used to build a new Fock matrix, F[!l, in a larger secondary basis of N
functions

. 1

FI = by + > Py [(ab|)\a) - Q(aAba)} (4.60)

Ao
where ), ¢ indicate primary basis functions and a, b represent secondary basis functions. Diagonalization of FU!
affords improved molecular orbitals and an associated density matrix P[!l. The HFPC energy is given by

N N
1
B =N Pl g, + 5 >~ PL P [2(abled) — (aclbd)] (4.61)
ab abed

where a, b, ¢ and d represent secondary basis functions. This differs from the DBHF energy evaluation where PPl
rather than PP is used. The inclusion of contributions that are quadratic in PP is the key reason for the fact
that HFPC is more accurate than DBHF.

Unlike dual-basis HF, HFPC does not require that the small basis be a proper subset of the large basis, and is therefore
able to jump between any two basis sets. Benchmark study of HFPC on a large and diverse data set of total and reaction
energies demonstrate that, for a range of primary/secondary basis set combinations, the HFPC scheme can reduce the
error of the primary calculation by around two orders of magnitude at a cost of about one third that of the full secondary

calculation. %23

A density-functional version of HFPC (“DFPC”)?* seeks to combine the low cost of pure DFT calculations using small
bases and grids, with the high accuracy of hybrid calculations using large bases and grids. The DFPC approach is mo-

tivated by the dual-functional method of Nakajima and Hirao®’ and the dual-grid scheme of Tozer et al.®’

Combining
these features affords a triple perturbation: to the functional, to the grid, and to the basis set. We call this approach

density-functional “triple jumping”.

4.8.2 Job Control

HFPC/DFPC calculations are controlled with the following $rem. HFPT turns on the HFPC/DFPC approximation. Note
that HFPT_BASIS specifies the secondary basis set.
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HFPT
Activates HFPC/DFPC calculation.
TYPE:
LOGICAL
DEFAULT:
FALSE
OPTIONS:
Single-point energy only

RECOMMENDATION:
Use Dual-Basis to capture large-basis effects at smaller basis cost. See reference for recom-

mended basis set, functional, and grid pairings.

HFPT_BASIS
Specifies the secondary basis in a HFPC/DFPC calculation.
TYPE:
STRING
DEFAULT:
None
OPTIONS:
None
RECOMMENDATION:

See reference for recommended basis set, functional, and grid pairings.

DFPT_XC_GRID
Specifies the secondary grid in a HFPC/DFPC calculation.
TYPE:
STRING
DEFAULT:
None
OPTIONS:
None
RECOMMENDATION:
See reference for recommended basis set, functional, and grid pairings.

DFPT_EXCHANGE
Specifies the secondary functional in a HFPC/DFPC calculation.
TYPE:
STRING
DEFAULT:
None
OPTIONS:
None
RECOMMENDATION:

See reference for recommended basis set, functional, and grid pairings.
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4.8.3 Examples

Example 4.25 Input for a HFPC single-point calculation.

Smolecule
01
H
H 1 0.75
Send
Srem
EXCHANGE hf
BASIS cc-pVDZ ! primary basis
HEFPT_BASIS cc-pVQZ ! secondary basis
PURECART 1111 ! set to purecart of the target basis
HEPT true
GEN__SCFMAN false ! runs in the old SCF code
Send

Example 4.26 Input for a DFPC single-point calculation.

Smolecule
01
H
H 1 0.75

Send

Srem
METHOD blyp ! primary functional
DFPT_EXCHANGE b3lyp ! secondary functional
DFPT_XC_GRID 00075000302 ! secondary grid
XC_GRID 0 ! primary grid
HFPT_BASIS 6-311++G (3df, 3pd) ! secondary basis
BASIS 6-311G~* ! primary basis
PURECART 1111
HEPT true
GEN_SCFMAN false

Send

4.9 Unconventional SCF Calculations

4.9.1 Polarized Atomic Orbital (PAO) Calculations

Polarized atomic orbital (PAO) calculations are an interesting unconventional SCF method, in which the molecular
orbitals and the density matrix are not expanded directly in terms of the basis of atomic orbitals. Instead, an intermediate
molecule-optimized minimal basis of polarized atomic orbitals (PAOs) is used.*” The polarized atomic orbitals are
defined by an atom-blocked linear transformation from the fixed atomic orbital basis, where the coefficients of the
transformation are optimized to minimize the energy, at the same time as the density matrix is obtained in the PAO
representation. Thus a PAO-SCF calculation is a constrained variational method, whose energy is above that of a
full SCF calculation in the same basis. However, a molecule optimized minimal basis is a very compact and useful
representation for purposes of chemical analysis, and it also has potential computational advantages in the context of
MP2 or local MP2 calculations, as can be done after a PAO-HF calculation is complete to obtain the PAO-MP2 energy.

PAO-SCF calculations tend to systematically underestimate binding energies (since by definition the exact result is
obtained for atoms, but not for molecules). In tests on the G2 database, PAO-B3LYP/6-311+G(2df,p) atomization



Chapter 4: Self-Consistent Field Ground-State Methods 149

energies deviated from full B3LYP/6-311+G(2df,p) atomization energies by roughly 20 kcal/mol, with the error being
essentially extensive with the number of bonds. This deviation can be reduced to only 0.5 kcal/mol with the use of
a simple non-iterative second order correction for “beyond-minimal basis” effects.*® The second order correction is
evaluated at the end of each PAO-SCF calculation, as it involves negligible computational cost. Analytical gradients
are available using PAOs, to permit structure optimization. For additional discussion of the PAO-SCF method and its

uses, see the references cited above.

Calculations with PAOs are determined controlled by the following $rem variables. PAO_METHOD = PAO invokes
PAO-SCEF calculations, while the algorithm used to iterate the PAOs can be controlled with PAO_ALGORITHM.

PAO_ALGORITHM

Algorithm used to optimize polarized atomic orbitals (see PAO_METHOD)
TYPE:

INTEGER
DEFAULT:

0

OPTIONS:
0 Use efficient (and riskier) strategy to converge PAOs.

1 Use conservative (and slower) strategy to converge PAOs.
RECOMMENDATION:

None

PAO_METHOD

Controls evaluation of polarized atomic orbitals (PAOs).
TYPE:

STRING
DEFAULT:

EPAO For local MP2 calculations Otherwise no default.

OPTIONS:
PAO Perform PAO-SCF instead of conventional SCF.

EPAO Obtain EPAOs after a conventional SCF.
RECOMMENDATION:

None

4.9.2 SCF Metadynamics

As the SCF equations are non-linear in the electron density, there are in theory very many solutions, i.e., sets of orbitals
where the energy is stationary with respect to changes in the orbital subset. Most often sought is the solution with
globally minimal energy as this is a variational upper bound to the true eigenfunction in this basis. The SCF methods
available in Q-CHEM allow the user to converge upon an SCF solution, and (using STABILITY_ANALYSIS) ensure it is
a minimum, but there is no known method of ensuring that the found solution is a global minimum; indeed in systems
with many low-lying energy levels the solution converged upon may vary considerably with initial guess.

SCF metadynamics %

is a technique which can be used to locate multiple SCF solutions, and thus gain some confidence
that the calculation has converged upon the global minimum. It works by searching out a solution to the SCF equations.
Once found, the solution is stored, and a biasing potential added so as to avoid re-converging to the same solution. More
formally, the distance between two solutions, w and x, can be expressed as d2, = (“¥|“p — %5|“¥), where “V is a
Slater determinant formed from the orthonormal orbitals, “¢;, of solution w, and “ is the one-particle density operator

for “W. This definition is equivalent to d2,, = N — “PH"S,, - “P°7S_ . and is easily calculated. The function d? , is
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between zero and the number of electrons, and can be taken as the distance between two solutions. As an example, any
singly-excited determinant (which will not in general be another SCF solution) is a distance 1 away from the reference
(unexcited) determinant.

In a manner analogous to classical metadynamics, to bias against the set of previously located solutions, x, we create a

new Lagrangian,

E=E+)Y Ny - (4.62)

where 0 represents the present density. From this we may derive a new effective Fock matrix,

Fuy = Fu + Z Py Ny Age =0 (4.63)

This may be used with very little modification within a standard DIIS procedure to locate multiple solutions. When
close to a new solution, the biasing potential is removed so the location of that solution is not affected by it. If the
calculation ends up re-converging to the same solution, N, and A\, can be modified to avert this. Once a solution is
found it is added to the list of solutions, and the orbitals mixed to provide a new guess for locating a different solution.

This process can be customized by the REM variables below. Both DIIS and GDM methods can be used, but
it is advisable to turn on MOM when using DIIS to maintain the orbital ordering. Post-HF correlation methods
can also be applied. By default they will operate for the last solution located, but this can be changed with the
SCF_MINFIND_RUNCORR variable.

SCF_SAVEMINIMA

Turn on SCF metadynamics and specify how many solutions to locate.
TYPE:

INTEGER
DEFAULT:

0

OPTIONS:
0 Do not use SCF metadynamics

n  Attempt to find n distinct SCF solutions.
RECOMMENDATION:
Perform SCF Orbital metadynamics and attempt to locate n different SCF solutions. Note that

these may not all be minima. Many saddle points are often located. The last one located will be
the one used in any post-SCF treatments. In systems where there are infinite point groups, this
procedure cannot currently distinguish between spatial rotations of different densities, so will

likely converge on these multiply.
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SCF_READMINIMA

Read in solutions from a previous SCF metadynamics calculation
TYPE:

INTEGER
DEFAULT:

0

OPTIONS:
n Read in n previous solutions and attempt to locate them all.

—n  Read in n previous solutions, but only attempt to locate solution n

(not available in LIBNOCI).
RECOMMENDATION:
This may not actually locate all solutions required and will probably locate others too. The

SCF will also stop when the number of solutions specified in SCF_SAVEMINIMA are found.
Solutions from other geometries may also be read in and used as starting orbitals. If a solution
is found and matches one that is read in within SCF_MINFIND_READDISTTHRESH, its orbitals
are saved in that position for any future calculations. The algorithm works by restarting from the
orbitals and density of a the minimum it is attempting to find. After 10 failed restarts (defined by
SCF_MINFIND_RESTARTSTEPS), it moves to another previous minimum and attempts to locate
that instead. If there are no minima to find, the restart does random mixing (with 10 times
the normal random mixing parameter). Note that in LIBNOCI, previous minima are read using
NOCI_REFGEN = 1, whilst the exact solutions are specified as described in Section 4.9.3

SCF_MINFIND_WELLTHRESH
Specify what SCF_MINFIND believes is the basin of a solution
TYPE:
INTEGER
DEFAULT:
5
OPTIONS:
n for a threshold of 10~

RECOMMENDATION:
When the DIIS error is less than 10™", penalties are switched off to see whether it has converged

to a new solution.

SCF_MINFIND_RESTARTSTEPS
Restart with new orbitals if no minima have been found within this many steps
TYPE:
INTEGER
DEFAULT:
300
OPTIONS:
n  Restart after n steps.

RECOMMENDATION:
If the SCF calculation spends many steps not finding a solution, lowering this number may speed

up solution-finding. If the system converges to solutions very slowly, then this number may need
to be raised.
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SCF_MINFIND_INCREASEFACTOR
Controls how the height of the penalty function changes when repeatedly trapped at the same

solution
TYPE:

INTEGER
DEFAULT:
10100 meaning 1.01
OPTIONS:
abcde  corresponding to a.bcde

RECOMMENDATION:
If the algorithm converges to a solution which corresponds to a previously located solution,

increase both the normalization N and the width lambda of the penalty function there. Then do a

restart.

SCF_MINFIND_INITLAMBDA
Control the initial width of the penalty function.
TYPE:
INTEGER
DEFAULT:
02000 meaning 2.000
OPTIONS:
abede  corresponding to ab.cde

RECOMMENDATION:
The initial inverse-width (i.e., the inverse-variance) of the Gaussian to place to fill solution’s well.

Measured in electrons( — 1). Increasing this will repeatedly converging on the same solution.

SCF_MINFIND_INITNORM
Control the initial height of the penalty function.
TYPE:
INTEGER
DEFAULT:
01000 meaning 1.000
OPTIONS:
abcde corresponding to ab.cde
RECOMMENDATION:
The initial normalization of the Gaussian to place to fill a well. Measured in hartrees.
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SCF_MINFIND_RANDOMMIXING
Control how to choose new orbitals after locating a solution
TYPE:
INTEGER
DEFAULT:
00200 meaning .02 radians
OPTIONS:
abcde corresponding to a.bede radians

RECOMMENDATION:
After locating an SCF solution, the orbitals are mixed randomly to move to a new position in

orbital space. For each occupied and virtual orbital pair picked at random and rotate between
them by a random angle between O and this. If this is negative then use exactly this number, e.g.,
—15708 will almost exactly swap orbitals. Any number< —15708 will cause the orbitals to be
swapped exactly.

SCF_MINFIND_NRANDOMMIXES
Control how many random mixes to do to generate new orbitals
TYPE:
INTEGER
DEFAULT:
10
OPTIONS:
n  Perform n random mixes.

RECOMMENDATION:
This is the number of occupied/virtual pairs to attempt to mix, per separate density (i.e., for

unrestricted calculations both alpha and beta space will get this many rotations). If this is negative
then only mix the highest 25% occupied and lowest 25% virtuals.

SCF_MINFIND_READDISTTHRESH
The distance threshold at which to consider two solutions the same
TYPE:
INTEGER
DEFAULT:
00100 meaning 0.1
OPTIONS:
abcde corresponding to ab.cde

RECOMMENDATION:
The threshold to regard a minimum as the same as a read in minimum. Measured in electrons. If

two minima are closer together than this, reduce the threshold to distinguish them.
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SCF_MINFIND_MIXMETHOD

Specify how to select orbitals for random mixing
TYPE:

INTEGER
DEFAULT:

0

OPTIONS:
0 Random mixing: select from any orbital to any orbital.

1 Active mixing: select based on energy, decaying with distance from the Fermi level.
2 Active Alpha space mixing: select based on energy, decaying with distance from the

Fermi level only in the alpha space.
RECOMMENDATION:
Random mixing will often find very high energy solutions. If lower energy solutions are desired,

use 1 or 2.

SCF_MINFIND_MIXENERGY
Specify the active energy range when doing Active mixing
TYPE:
INTEGER
DEFAULT:
00200 meaning 00.200
OPTIONS:
abcde corresponding to ab.cde

RECOMMENDATION:
The standard deviation of the Gaussian distribution used to select the orbitals for mixing (cen-

tered on the Fermi level). Measured in Hartree. To find less-excited solutions, decrease this

value

SCF_MINFIND_RUNCORR
Run post-SCF correlated methods on multiple SCF solutions
TYPE:
INTEGER
DEFAULT:
0
OPTIONS:
If this is set > 0, then run correlation methods for all found SCF solutions.

RECOMMENDATION:
Post-HF correlation methods should function correctly with excited SCF solutions, but their

convergence is often much more difficult owing to intruder states.

4.9.3 Multiple SCF Solutions for Non-Orthogonal CI

The solutions found through metadynamics often appear to be good approximations to diabatic surfaces, where the
electronic structure does not significantly change with geometry. In situations where there are such multiple electronic
states close in energy, an adiabatic state may be produced by diagonalizing a matrix of these states, i.e., through a
configuration interaction (CI) procedure. As they are distinct solutions of the SCF equations, these states are non-
orthogonal (i.e. one cannot be constructed as a single determinant made out of the orbitals of another), and so the CI is
a little more complicated and corresponds to a non-orthogonal CI (NOCT). More information on NOCI can be found in
Section 7.5.
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Version 5.2 of Q-CHEM introduces a new NOCI package, LIBNOCI, for locating multiple SCF solutions and running
NOCI calculations (see Section 7.5.2), including a new implementation of SCF metadynamics. The LIBNOCI imple-
mentation of SCF metadynamics can be accessed using USE_LIBNOCI = TRUE in combination with NOCI_DETGEN =
3. In addition to the original SCF metadynamics features available in Q-CHEM, this new implementation includes:

* An active space approach where orbital mixing and optimization occurs only in a user-defined subset of orbitals.

» Full support for restricted, unrestricted and generalized orbital types, along with complex (Hermitian) and holo-
morphic (non-Hermitian) orbitals; see Section 4.9.4.

Multiple Hartree-Fock states of particular relevance for NOCI are often related to varying orbital occupations in a
dominant subset of molecular orbitals. For example, important multiple solutions may correspond to excited determi-
nants whose orbitals have been individually relaxed at the SCF level, or symmetry-broken states formed from strong
mixing in a dominant active space. LIBNOCI allows multiple solutions to be identified by allowing orbital mixing and
relaxation only in a subset of orbitals defined using the $active_orbitals input section By default, the multiple solutions
located are then subsequently optimized in the full orbital space, although this can be skipped using SKIP_SCFMAN =
TRUE.

Finally, LIBNOCI introduces easier control over reading initial guesses from previous calculations. Using the input
NOCI_REFGEN = 1, all previous solutions are read from file (if available), while a particular subset can be chosen using
SCF_READMINIMA.

Example 4.27 Example of using the LIBNOCI implementation of SCF metadynamics.

Smolecule
01
H 0.0000000 0.0000000 0.0000000
H 0.0000000 0.0000000 4.0000000

Send

Srem
METHOD hf
UNRESTRICTED true
BASIS sto-3g
SCF_CONVERGENCE 10
MAX_SCF_CYCLES 1000
MOM__START 1
USE_LIBNOCI true
NOCI_DETGEN 3
SCF_SAVEMINIMA 4
SCF_MINFIND_RANDOMMIXING 30000
SCF_MINFIND_MIXMETHOD 1

Send

Active orbitals can be specified for SCF metadynamics in LIBNOCI. Indices for (3 orbitals are offset by the number of
« MOs, i.e. the case selects « orbitals 1 and 2, and S orbitals 1 and 2, with a total of 10 o molecular orbitals (including
occupied and virtual).

Sactive_orbitals
12 11 12
Send

The initial guess coefficients can also be read in as follows:

Sscf_read
1 2 4
Send
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4.9.4 Holomorphic Hartree-Fock Theory
4.94.1 Theory

To use multiple SCF solutions in NOCI (see Section 7.5), it is essential that all solutions exist across all geometries of
interest to prevent discontinuities in the NOCI energies. However, it is well known that symmetry-broken SCF solutions
can disappear at certain points along a potential energy surface, for example at the Coulson-Fischer point in Hy. The

holomorphic Hartree-Fock approach provides a means of analytically continuing solutions across all geometries. *!%#!

In holomorphic Hartree-Fock theory, the real Hartree-Fock equations are analytically continued into the complex plane
without introducing the complex conjugation of molecular orbital coefficients. Multiple solutions are then identified as

the stationary points of the holomorphic energy *!

= (U H|Y)

E=—__1 (4.64)
(U= [)
where H defines the conventional electronic Hamiltonian
Ne o 4
= Vaue + Z h(i) + gj . (4.65)
i<j

As a result, the holomorphic Hartree-Fock equations are complex-analytic in the orbital coefficients, satisfying the
Cauchy-Riemann conditions, and the number of stationary points is found to be constant across all geometries. '’ Real
Hartree-Fock states remain stationary points of the holomorphic Hartree-Fock energy, and where real solutions vanish,

their holomorphic counterparts continue to exist with complex orbital coefficients. *>'°

Holomorphic Hartree-Fock stationary points can be located using minor modifications to conventional SCF algo-
rithms. °. Most significantly, by removing the complex conjugate of the wave function in Eq. (4.64), the required com-
plex holomorphic density P and Fock F matrices become complex-symmetric (cf. Hermitian), satisfying P** = P"#
and F,,, = F},,,. Moreover, since the complex conjugation must also be removed from the normalisation constraint,
the molecular orbital coefficients must form a complex-orthogonal set (cf. unitary), i.e.,
> S, CY = by, (4.66)
v
Finally, the holomorphic Hartree-Fock orbital energies and total energy can in general also become complex, and thus
selecting the new occupied orbitals on each SCF cycle using the orbital energies is poorly defined. Instead, a complex-

symmetric analogue to the Maximum Overlap Method can be employed (see Section 4.5.12).

Following real solutions past the Coulson-Fischer point into the complex plane can often be difficult due to their
coalesence with symmetry-pure solutions on the real axis. However, by scaling the electron-electron interaction using

a complex parameter ), i.e. introducing the Hamiltonian

N,
H = Voe + Y _ h(i) +/\Z— (4.67)

T
1<J v

it is possible to show that Coulson-Fischer points form isolated exceptional points on the real axis.!' Consequently,
following a suitable complex A trajectory allows real solutions to be perturbed off the real axis and followed with
ease past the Coulson-Fischer point into their complex holomorphic regimes.!! These perturbed solutions can then be
relaxed onto the real axis to identify the holomorphic Hartree-Fock states required for NOCI.

4.9.4.2 Job Control

Within Q-CHEM, the holomorphic Hartree-Fock approach is implemented in the LIBNOCT package (see Section 7.5.2),
accessed using USE_LIBNOCI = TRUE and designed for locating multiple SCF solutions for use in NOCI calculations.
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SCF_HOLOMORPHIC

Turn on the use of holomorphic Hartree-Fock orbitals.
TYPE:

LOGICAL
DEFAULT:

FALSE

OPTIONS:
FALSE Holomorphic Hartree-Fock is turned off

TRUE  Holomorphic Hartree-Fock is turned on.
RECOMMENDATION:
If TRUE, holomorphic Hartree-Fock complex orbital coefficients will always be used. If FALSE,

but COMPLEX = TRUE, complex Hermitian orbitals will be used.

SCF_EESCALE_MAG
Control the magnitude of the A electron-electron scaling.
TYPE:
INTEGER
DEFAULT:
10000 meaning 1.0000
OPTIONS:
abcde corresponding to a.bede

RECOMMENDATION:
For holomorphic Hartree-Fock orbitals, only the magnitude of the input is used, while for real

Hartree-Fock orbitals, the input sign indicates the sign of A.

SCF_EESCALE_ARG
Control the phase angle of the complex A electron-electron scaling.
TYPE:
INTEGER
DEFAULT:
00000 meaning 0.0000
OPTIONS:
abcde corresponding to a.bede

RECOMMENDATION:
A complex phase angle of 00500, meaning 0.0500, is usually sufficient to follow a solution safely

past the Coulson-Fischer point and onto its complex holomorphic counterpart.

4.9.5 Non-Hermitian SCF with complex basis functions

Metastable electronic states can be characterized by a complex Siegert energy,
E=FE,—il/2, (4.68)

where the width, T', is proportional to the inverse lifetime of the state: I' = i/7. Complex coordinate methods aim
to compute this complex energy as an eigenvalue of an effective non-Hermitian Hamiltonian. One such method is the
method of complex basis functions (CBFs) where a basis of Gaussians with complex exponents is used in conjunction
with a symmetric (not complex-conjugated) inner product to effictively produce a finite-basis representation of a non-
Hermitian operators.>®°!=3 In cases, such as temporary anions, where the decay channel is of 1-electron character, a
mean-field theory can provide approximate Siegert energies for a many-electron system.
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The simplest such approximation is the static-exchange approximation. In this approximation the Siegert energies
of an (/V 4 1)-electron state are computed by diagonalizing a Fock operator computed from the density of an N-
electron state.”' This approximation neglects orbital relaxation effects which can be included by a non-Hermitian self-
consistent-field (NH-SCF) procedure.>*°% In practice the NH-SCF energy functional is the same as the Holomorphic
Hartree-Fock energy functional (Eq. 4.64), though it is used for a different purpose. Both static-exchange and NH-SCF
theories using complex basis functions (CBFs) are available in Q-CHEM. Specification of the complex basis set is
described in Section 8.7.

COMPLEX_EXPONENTS
Enable a non-Hermitian calculation with CBFs.
TYPE:
LOGICAL
DEFAULT:
FALSE
OPTIONS:
TRUE Perform a non-Hermitian calculation with CBFs
RECOMMENDATION:

Set to TRUE if a non-Hermitian calculation using CBFs is desired.

COMPLEX_SPIN_STATE
Spin state for non-Hermitian calculation

TYPE:
INTEGER
DEFAULT:
1  Singlet
OPTIONS:
258 +1 A state of spin S
RECOMMENDATION:
None

COMPLEX_N_ELECTRON
Add electrons for non-Hermitian calculation.
TYPE:
INTEGER
DEFAULT:
0  Perform the non-Hermitian calculation on N-electrons
OPTIONS:
n Perform the non-Hermitian calculation on an N + n electron system
RECOMMENDATION:

None
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COMPLEX_STATIC_EXCHANGE

Perform a CBF static-exchange calculation.
TYPE:

LOGICAL
DEFAULT:

FALSE

OPTIONS:
TRUE  Perform a static exchange calculation

FALSE Do not perform a static exchange calculation

RECOMMENDATION:

Set to TRUE if a static-exchange calculation is desired.

COMPLEX_SCF

Perform a non-Hermitian SCF calculation with CBFs

TYPE:
INTEGER
DEFAULT:
0

OPTIONS:
0 Do not perform an NH-SCF calculation

1 Perform a restricted NH-SCF calculation
2 Perform an unrestricted NH-SCF calculation

3 Perform a restricted, open-shell NH-SCF calculation

RECOMMENDATION:
None

COMPLEX_METSCF

Specify the NH-SCF solver
TYPE:

INTEGER
DEFAULT:

1

OPTIONS:
0 Roothaan iterations

1 DIS
3 ADIIS

21  Newton-MINRES
RECOMMENDATION:

Use the default (DIIS).
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COMPLEX_SCF_GUESS
Specify the NH-SCF guess

TYPE:
INTEGER
DEFAULT:
0
OPTIONS:
0 Use a guess from a static-exchange calculation
1 Read real-basis MO coefficients
2 Read real-basis density matrix

1000 Read guess from a previous calculation
RECOMMENDATION:
Use a guess from a static exchange calculation. Note that for temporary anions, this requires the

specification of COMPLEX_TARGET.

COMPLEX_TARGET

Specify the orbital index to be occupied for a temporary anion
TYPE:

INTEGER
DEFAULT:

0
OPTIONS:

n  Orbital index (starting at zero) for the additional electron
RECOMMENDATION:

n should always be greater than Ny, — 1.

4.9.6 Scalar Relativistic Effects

Relativistic effects play a major role in several physical and chemical phenomena, such as the properties of heavy
elements and the proper characterization of the most inner energy levels probed in X-Ray espectroscopy experiments.
Solving the four component Dirac equation, which describes both electrons and its anti-particles (positrons), is compu-
tationally expensive. Since most chemical proceses can be explained by solely taking the electronic wavefunction into

account, several ways of effectively decoupling the electronic and positronic degrees of freedom have been proposed.

The exact two-component (X2C) hamiltonian *3-7333-67

provides one route for achieving such decoupling. The method
relies on solving the more tractable one electron four-component Dirac Hamiltonian in a restricted kinetic balance
(RKB)“® form to obtain the decoupling unitary transformations that will be used to modify the one-electron matrix
elements, such as the kinetic energy and nuclear-attraction, to account for relativistic effects. A key ingredient to the

X2C transformation matrices is to compute

Wi = (ulp (VD) |60) (4.69)

which is accomplished by noting that the the momentum operator is the generator of translations and its effects on a
basis function can be captured by taking appropriate derivatives of such functions. It should be noted that, in order to
properly capture the effects of the small components to the electronic wavefunction through X2C, decontracted basis
sets are required. Full details of the finite difference X2C algorithm are provided in Ref. 16. An example on how to
include scalar relativistic effects to model K-edge X-Ray spectroscopy can be found in Section 7.13.4.
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REL_X2C

Enables X2C scalar relativistic calculation
TYPE:

INTEGER
DEFAULT:

0

OPTIONS:
0 Perform a regular, non-relativistic SCF calculation

1 Perform a scalar relativistic X2C calculation
RECOMMENDATION:

Set to 1 if a scalar relativistic X2C calculation is desired.

REL_X2C_FD_DISPLACEMENT

Controls finite difference step for calulating W
TYPE:

INTEGER
DEFAULT:

100
OPTIONS:

n  Set finite difference step to n x 1076
RECOMMENDATION:

None
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Chapter 5

Density Functional Theory

5.1 Introduction

DFT 127:136:.179.303 hag emerged as an accurate, alternative first-principles approach to quantum mechanical molecular
investigations. DFT calculations account for the overwhelming majority of all quantum chemistry calculations, not
only because of its proven chemical accuracy, but also because of its relatively low computational expense, comparable
to Hartree-Fock theory but with treatment of electron correlation that is neglected in a HF calculation. These two
features suggest that DFT is likely to remain a leading method in the quantum chemist’s toolkit well into the future.
Q-CHEM contains fast, efficient and accurate algorithms for all popular density functionals, making calculations on

large molecules possible and practical.

DFT is primarily a theory of electronic ground state structures based on the electron density, p(r), as opposed to
the many-electron wave function, ¥(ry,...,ry). (Its excited-state extension, time-dependent DFT, is discussed in
Section 7.3.) There are a number of distinct similarities and differences between traditional wave function approaches
and modern DFT methodologies. First, the essential building blocks of the many-electron wave function ¥ are single-
electron orbitals, which are directly analogous to the Kohn-Sham orbitals in the DFT framework. Second, both the
electron density and the many-electron wave function tend to be constructed via a SCF approach that requires the

construction of matrix elements that are conveniently very similar.

However, traditional ab initio approaches using the many-electron wave function as a foundation must resort to a post-
SCF calculation (Chapter 6) to incorporate correlation effects, whereas DFT approaches incorporate correlation at the
SCF level. Post-SCF methods, such as perturbation theory or coupled-cluster theory are extremely expensive relative
to the SCF procedure. On the other hand, while the DFT approach is exact in principle, in practice it relies on modeling
an unknown exchange-correlation energy functional. While more accurate forms of such functionals are constantly
being developed, there is no systematic way to improve the functional to achieve an arbitrary level of accuracy. Thus,
the traditional approaches offer the possibility of achieving a systematically-improvable level of accuracy, but can be
computationally demanding, whereas DFT approaches offer a practical route, but the theory is currently incomplete.

5.2 Kohn-Sham Density Functional Theory

105126 stems from earlier work by Dirac,”’ who showed

The density functional theory by Hohenberg, Kohn, and Sham
that the exchange energy of a uniform electron gas can be computed exactly from the charge density along. However,
while this traditional density functional approach, nowadays called “orbital-free” DFT, makes a direct connection to

the density alone, in practice it is constitutes a direct approach where the necessary equations contain only the electron
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density, difficult to obtain decent approximations for the kinetic energy functional. Kohn and Sham sidestepped this
difficulty via an indirect approach in which the kinetic energy is computed exactly for a noninteracting reference
system, namely, the Kohn-Sham determinant. !> It is the Kohn-Sham approach that first made DFT into a practical tool
for calculations.

Within the Kohn-Sham formalism, '?° the ground state electronic energy, F, can be written as
E=FE;+Ey+ E;+ Exc 5.1

where Er is the kinetic energy, F\; is the electron—nuclear interaction energy, Ej is the Coulomb self-interaction of the
electron density, p(r) and Fy. is the exchange-correlation energy. Adopting an unrestricted format, the o and 3 total
electron densities can be written as

Mo

= Iy (5.2a)
i=1
ng

r) =Y [¢])? (5.2b)
i=1

where n,, and ng are the number of alpha and beta electron respectively, and ¢; are the Kohn-Sham orbitals. Thus, the
total electron density is
p(r) = pa(r) + pp(r) (5.3)

Within a finite basis set, the density is represented by >%>

= Pudu(r)du(r), (5.4)
g

where the P, are the elements of the one-electron density matrix; see Eq. (4.24) in the discussion of Hartree-Fock
theory. The various energy components in Eq. (5.1) can now be written

By = Y gur) + 3 (of |3t
i=1 1=1
= 5P (0|57 0 69

1%

By = _ZZA/W*RA\CZr
- —ZPWZ<¢M r)

Za

B = §<p<r1> |t
= 722 v Pro (| o) (5.7)
By Ao
Bxe = [ £1p0).¥p(r)...] o) d (5.8)

Minimizing E with respect to the unknown Kohn-Sham orbital coefficients yields a set of matrix equations exactly anal-
ogous to Pople-Nesbet equations of the UHF case, Eq. (4.13), but with modified Fock matrix elements [cf. Eq. (4.27)]

Fo, = H + Jy, — Foul™ (5.92)
Fo, = H 4 Juy — F7 (5.9b)
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Here, FXC* and FXC7 are the exchange-correlation parts of the Fock matrices and depend on the exchange-correlation

functional used. UHF theory is recovered as a special case simply by taking F/ﬁca = K2, and similarly for 3. Thus,

nv»
the density and energy are obtained in a manner analogous to that for the HF method. Initial guesses are made for the

MO coefficients and an iterative process is applied until self-consistency is achieved.

5.3 Overview of Available Functionals

5.3.1 Introduction

Q-CHEM currently has more than 30 exchange functionals as well as more than 30 correlation functionals, and in
addition over 150 exchange-correlation (XC) functionals, which refer to functionals that are not separated into exchange
and correlation parts, either because the way in which they were parameterized renders such a separation meaningless
(e.g., B97-D® or wB97X>?) or because they are a standard linear combination of exchange and correlation (e.g.,
PBE'® or B3LYP>*?%). User-defined XC functionals can be created as specified linear combinations of any of the

30+ exchange functionals and/or the 30+ correlation functionals.

KS-DFT functionals can be organized onto a ladder with five rungs, in a classification scheme (“Jacob’s Ladder”) pro-
posed by John Perdew in 2001. '+!°! The first rung contains a functional that only depends on the (spin-) density p,,
namely, the local spin-density approximation (LSDA). These functionals are exact for the infinite uniform electron gas
(UEG), but are highly inaccurate for molecular properties whose densities exhibit significant inhomogeneity. To im-
prove upon the weaknesses of the LSDA, it is necessary to introduce an ingredient that can account for inhomogeneities
in the density: the density gradient, v po- These generalized gradient approximation (GGA) functionals define the sec-
ond rung of Jacob’s Ladder and tend to improve significantly upon the LSDA. Two additional ingredients that can be
used to further improve the performance of GGA functionals are either the Laplacian of the density V2p,,, and/or the
kinetic energy density,

Te =3 |Viiel? . (5.10)

While functionals that employ both of these options are available in Q-CHEM, the kinetic energy density is by far the
more popular ingredient and has been used in many modern functionals to add flexibility to the functional form with
respect to both constraint satisfaction (non-empirical functionals) and least-squares fitting (semi-empirical parameter-
ization). Functionals that depend on either of these two ingredients belong to the third rung of the Jacob’s Ladder
and are called meta-GGAs. These meta-GGAs often further improve upon GGAs in areas such as thermochemistry,

kinetics (reaction barrier heights), and even non-covalent interactions.

Functionals on the fourth rung of Jacob’s Ladder are called hybrid density functionals. This rung contains arguably
the most popular density functional of our time, B3LYP, the first functional to see widespread application in chemistry.
“Global” hybrid (GH) functionals such as B3LYP (as distinguished from the “range-separated hybrids" introduced
below) add a constant fraction of “exact” (Hartree-Fock) exchange to any of the functionals from the first three rungs.
Thus, hybrid LSDA, hybrid GGA, and hybrid meta-GGA functionals can be constructed, although the latter two types
are much more common. As an example, the formula for the B3LYP functional, as implemented in Q-CHEM, is

EBELYP — CzEI;F + (1 _ C:E _ am) Eglaler + azEESS + (1 _ ac) E(YWNIRPA + (ZCE};YP (511)

where ¢, = 0.20, a, = 0.72, and a. = 0.81.

A more recent approach to introducing exact exchange into the functional form is via range separation. Range-separated

hybrid (RSH) functionals split the exact exchange contribution into a short-range (SR) component and a long-range
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(LR) component, often by means of the error function (erf) and complementary error function (erfc = 1 — erf):

1 erfc(wryy) | erf(wry)

= + (5.12)
T12 T'12 12
SR LR

The first term on the right in Eq. (5.12) is singular but short-range, and decays to zero on a length scale of ~ 1/w,
while the second term constitutes a non-singular, long-range background. An RSH XC functional can be expressed
generically as

EXH = Cz,SRE?,II:SR + Cm,LREg}cI,FLR + (1 - Cm,SR)Ea]c),FsTR + (1 - Cz,LR)EmDiTR + EDFT (5.13)

where the SR and LR parts of the Coulomb operator are used, respectively, to evaluate the HF exchange energies ES}:SR
and EEER. The corresponding DFT exchange functional is partitioned in the same manner, but the correlation energy
EPFT is evaluated using the full Coulomb operator, rf;. Of the two linear parameters in Eq. (5.13), ¢, 1 is usually
either set to 1 to define long-range corrected (LRC) RSH functionals (see Section 5.6) or else set to 0, which defines
screened-exchange (SE) RSH functionals. On the other hand, the fraction of short-range exact exchange (c, gg) can
either be determined via least-squares fitting, theoretically justified using the adiabatic connection, or simply set to zero.
As with the global hybrids, RSH functionals can be fashioned using all of the ingredients from the lower three rungs.
The rate at which the local DFT exchange is turned off and the non-local exact exchange is turned on is controlled by
the parameter w. Large values of w tend to lead to attenuators that are less smooth (unless the fraction of short-range
exact exchange is very large), while small values of (e.g., w =0.2-0.3 bohr~!) are the most common in semi-empirical
RSH functionals.

The final rung on Jacob’s Ladder contains functionals that use not only occupied orbitals (via exact exchange), but
virtual orbitals as well (via methods such as MP2 or the random phase approximation, RPA). These double hybrids
(DH) are the most expensive density functionals available in Q-CHEM, but can also be very accurate. The most basic
form of a DH functional is

EPH — ¢, EMF 4+ (1 — ¢,) EPFT 4 ¢ . EMP 4 (1 — ¢.) EPTT . (5.14)

As with hybrids, the coefficients can either be theoretically motivated or empirically determined. In addition, double
hybrids can use exact exchange both globally or via range-separation, and their components can be as primitive as
LSDA or as advanced as in meta-GGA functionals. More information on double hybrids can be found in Section 5.9.

Finally, the last major advance in KS-DFT in recent years has been the development of methods that are capable of
accurately describing non-covalent interactions, particularly dispersion. All of the functionals from Jacob’s Ladder
can technically be combined with these dispersion corrections, although in some cases the combination is detrimental,
particularly for semi-empirical functionals that were parameterized in part using data sets of non-covalent interactions,
and already tend to overestimate non-covalent interaction energies. The most popular such methods available in Q-
CHEM are:

* Non-local correlation (NLC) functionals (Section 5.7.2), including those of Vydrov and Van Voorhis?®?2%2
(VV09 and VV10) and of Lundqvist and Langreth®-"" (vdW-DF-04 and vdW-DF-10). The revised VV10 NLC

functional of Sabatini and coworkers (rVV10) is also available 2.

» Damped, atom-atom pairwise empirical dispersion potentials from Grimme and others’>>88:90:91.224.229 I DET.
D2, DFT-CHG, DFT-D3(0), DFT-D3(BJ), DFT-D3(CSO), DFT-D3M(0), DFT-D3M(BJ), and DFT-D3(op)]; see

Section 5.7.3.
* The exchange-dipole models (XDM) of Johnson and Becke (XDM6 and XDM10); see Section 5.7.4.

+ The Tkatchenko-Scheffler (TS) method for dispersion interactions;’** see Section 5.7.5.
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Single-Point

Optimization Frequency

LSDA LSDA LSDA

GGA GGA GGA

meta-GGA meta-GGA meta-GGA
Ground State cH GH GH

RSH RSH RSH

NLC NLC VVI10

DFT-D DFT-D DFT-D

SRC — —

XDM — —

LSDA LSDA LSDA

GGA GGA GGA

meta-GGA meta-GGA meta-GGA
TDDET GH GH GH

RSH RSH RSH

NLC — —

DFT-D DFT-D DFT-D

SRC — —

Table 5.1: Available analytic properties for SCF calculations.

+ The Many-Body Dispersion (MBD) method for van der Waals interactions '>>**; see Section 5.7.6.

Below, we categorize the functionals that are available in Q-CHEM, including exchange functionals (Section 5.3.3),
correlation functionals (Section 5.3.4), and exchange-correlation functionals (Section 5.3.5). Within each category
the functionals will be categorized according to Jacob’s Ladder. Exchange and correlation functionals can be invoked
using the $rem variables EXCHANGE and CORRELATION, while the exchange-correlation functionals can be invoked
either by setting the $rem variable METHOD or alternatively (in most cases, and for backwards compatibility with
earlier versions of Q-CHEM) by using the $rem variable EXCHANGE. Some caution is warranted here. While setting
METHOD to PBE, for example, requests the Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional, '*° which
includes both PBE exchange and PBE correlation, setting EXCHANGE = PBE requests only the exchange component
and setting CORRELATION = PBE requests only the correlation component. Setting both of these values is equivalent
to specifying METHOD = PBE.

Finally, Table 5.1 provides a summary, arranged according to Jacob’s Ladder, of which categories of functionals are
available with analytic first derivatives (for geometry optimizations) or second derivatives (for vibrational frequency
calculations). If analytic derivatives are not available for the requested job type, Q-CHEM will automatically generate
them via finite difference. Tests of the finite-difference procedure, in cases where analytic second derivatives are
available, suggest that finite-difference frequencies are accurate to < 1 cm~?!, except for very low-frequency, non-
bonded modes. '>? Also listed in Table 5.1 are which functionals are available for excited-state time-dependent DFT
(TDDFT) calculations, as described in Section 7.3.

5.3.2 Suggested Density Functionals

Q-CHEM contains over 150 exchange-correlation functionals, not counting those that can be straightforwardly ap-
pended with a dispersion correction (such as B3LYP-D3). Therefore, we suggest a few functionals from the second
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through fourth rungs of Jacob’s Ladder in order to guide functional selection. Most of these suggestions come from a
benchmark of over 200 density functionals on a vast database of nearly 5000 data points, covering non-covalent inter-
actions, isomerization energies, thermochemistry, and barrier heights. The single recommended method from each
category is indicated in bold.

From the GGAs on Rung 2, we recommend:

* B97-D3(BJ): METHOD = B97-D3 and DFT_D = D3_BJ
* revPBE-D3(BJ): METHOD = revPBE and DFT_D = D3_BJ
* BLYP-D3(BJ): METHOD = BLYP and DFT_D = D3_BJ

* PBE: METHOD = PBE

From the meta-GGAs on Rung 3, we recommend:

* B97M-rV: METHOD = B97M-rV

* MS1-D3(0): METHOD = MGGA_MS1 and DFT_D = D3_ZERO
* MS2-D3(0): METHOD = MGGA_MS?2 and DFT_D = D3_ZERO
* M06-L-D3(0): METHOD = M06-L and DFT_D = D3_ZERO

» TPSS-D3(BJ): METHOD = TPSS and DFT_D = D3_BJ

From the hybrid GGAs on Rung 4, we recommend:

* wB97X-V: METHOD = wB97X-V

* wB97X-D3: METHOD = wB97X-D3

* wB97X-D: METHOD = wB97X-D

* B3LYP-D3(BJ): METHOD = B3LYP and DFT_D = D3_BJ

e revPBEO-D3(BJ): METHOD = revPBEO and DFT_D = D3_BJ

From the hybrid meta-GGAs on Rung 4, we recommend:

* wB97M-V: METHOD = wB97M-V
* wMO05-D: METHOD = wMO05-D
* M06-2X-D3(0): METHOD = M06-2X and DFT_D = D3_ZERO

* TPSSh-D3(BJ): METHOD = TPSSh and DFT_D = D3_BJ

From the double-hybrid GGAs on Rung 5, we recommend:

¢ wB97X-2(LP): METHOD = wB97X-2(LP)
e wB97X-2(TQZ): METHOD = wB97X-2(TQZ)

* DSD-PBEPBE-D3: METHOD = DSD-PBEPBE-D3
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From the double-hybrid mGGAs on Rung 5, we recommend:

e wB97M-(2): METHOD = wB97M-(2)

* PTPSS-D3: METHOD = PTPSS-D3

5.3.3 Exchange Functionals

Note: All exchange functionals in this section can be invoked using the $rem variable EXCHANGE. Popular and/or
recommended functionals within each class are listed first and indicated in bold. The rest are in alphabetical
order.

o Local Spin-Density Approximation (LSDA)

e Slater: Slater-Dirac exchange functional (Xa method with o = 2/3) "

e SR_LSDA (BNL): Short-range version of the Slater-Dirac exchange functional®'
o Generalized Gradient Approximation (GGA)

o PBE: Perdew, Burke, and Ernzerhof exchange functional 189

o B88: Becke exchange functional from 19882

e revPBE: Zhang and Yang one-parameter modification of the PBE exchange functional **’

e AKI13: Armiento-Kiimmel exchange functional from 2013 '3

e B86: Becke exchange functional (Xa3) from 1986 '°

e G96: Gill exchange functional from 19967

e mB86: Becke “modified gradient correction” exchange functional from 19862°

e mPW91: modified version (Adamo and Barone) of the 1991 Perdew-Wang exchange functional ®

e muB88 (B88): Short-range version of the B88 exchange functional by Hirao and coworkers '/

e muPBE (uPBE): Short-range version of the PBE exchange functional by Hirao and coworkers '’/

e srPBE: Short-range version of the PBE exchange functional by Goll and coworkers 545

e optB88: Refit version of the original B88 exchange functional (for use with vdW-DF-04) by Michaelides
and coworkers '»

e OPTX: Two-parameter exchange functional by Handy and Cohen *°

e PBEsol: PBE exchange functional modified for solids '*?

e PW86: Perdew-Wang exchange functional from 1986 '%3

e PWO1: Perdew-Wang exchange functional from 1991 '83

o RPBE: Hammer, Hansen, and Norskov exchange functional (modification of PBE)**

o rPW86: Revised version (Murray et al.) of the 1986 Perdew-Wang exchange functional !’>
e SOGGA: Second-order GGA functional by Zhao and Truhlar?%°

e WPBE (wPBE): Henderson et al. model for the PBE GGA short-range exchange hole ”®
o Meta-Generalized Gradient Approximation (meta-GGA)
o TPSS: Tao, Perdew, Staroverov, and Scuseria exchange functional >*!

o revTPSS: Revised version of the TPSS exchange functional '
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e BLOC: Minor modification of the TPSS exchange functional that works best with TPSSloc correlation
(both by Della Sala and coworkers) %

e modTPSS: One-parameter version of the TPSS exchange functional !>

e 0TPSS: TPSS exchange functional with 5 refit parameters (for use with oTPSS correlation) by Grimme and
coworkers %

e PBE-GX: First exchange functional based on a finite uniform electron gas (rather than an infinite UEG) by

Pierre-Frangois Loos '

e PKZB: Perdew, Kurth, Zupan, and Blaha exchange functional '

e 1egTPSS: Regularized (fixed order of limits issue) version of the TPSS exchange functional >*!
o SCAN: Strongly Constrained and Appropriately Normed exchange functional >3

e rSCAN: Regularized SCAN exchange !¢

e r++SCAN: Regularized SCAN with uniform density limit and coordinate scaling behavior ’®
e r2SCAN: Re-Regularized SCAN exchange ¢

o r4SCAN: Regularized SCAN with exact constraints obeyed by SCAN7°

o 1evSCAN: Revised SCAN exchange '

e TM: Tao-Mo exchange functional derived via an accurate modeling of the conventional exchange hole >*’

o regTM: Regularized TM exchange '3
o revTM: Revised TM exchange '*®
e TASK: TASK exchange functional '

e mTASK: Modified TASK exchange functional '7?

5.3.4 Correlation Functionals

Note: All correlation functionals in this section can be invoked using the $rem variable CORRELATION. Popular and/
or recommended functionals within each class are listed first and indicated in bold. The rest are in alphabetical
order.

o Local Spin-Density Approximation (LSDA)

e PW92: Perdew-Wang parameterization of the LSDA correlation energy from 1992 '8

e VWNS5 (VWN): Vosko-Wilk-Nusair parameterization of the LSDA correlation energy #52°¢

e stVWN: Short-range version of the VWN correlation functional by Toulouse and coworkers >*°
e Liu-Parr: Liu-Parr p'/3 model from the functional expansion formulation '>>

e PK09: Proynov-Kong parameterization of the LSDA correlation energy from 20092’

e PWO92RPA: Perdew-Wang parameterization of the LSDA correlation energy from 1992 with RPA values '
e srPW92: Short-range version of the PW92 correlation functional by Paziani and coworkers '8!

e PZ81: Perdew-Zunger parameterization of the LSDA correlation energy from 1981 '8’

e VWNI: Vosko-Wilk-Nusair parameterization of the LSDA correlation energy #12°°

e VWNIRPA: Vosko-Wilk-Nusair parameterization of the LSDA correlation energy #1 with RPA values >
e VWN2: Vosko-Wilk-Nusair parameterization of the LSDA correlation energy #2 2%

e VWN3: Vosko-Wilk-Nusair parameterization of the LSDA correlation energy #32°°
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VWN4: Vosko-Wilk-Nusair parameterization of the LSDA correlation energy #4>°°

Wigner:Wigner correlation functional (simplification of LYP)?3*27!

o Generalized Gradient Approximation (GGA)

PBE: Perdew, Burke, and Ernzerhof correlation functional '

LYP: Lee-Yang-Parr opposite-spin correlation functional '+

P86: Perdew-Wang correlation functional from 1986 based on the PZ81 LSDA functional '
P86VWNS5: Perdew-Wang correlation functional from 1986 based on the VWNS5 LSDA functional '%?

PBEloc: PBE correlation functional with a modified beta term by Della Sala and coworkers %

PBEsol: PBE correlation functional modified for solids '*

stPBE: Short-range version of the PBE correlation functional by Goll and coworkers #+%3

PW91: Perdew-Wang correlation functional from 1991 88

regTPSS: Slight modification of the PBE correlation functional (also called vPBEc)?*!

o Meta-Generalized Gradient Approximation (meta-GGA)

TPSS:Tao, Perdew, Staroverov, and Scuseria correlation functional 2*!

revTPSS: Revised version of the TPSS correlation functional '
B95: Becke’s two-parameter correlation functional from 19952

oTPSS: TPSS correlation functional with 2 refit parameters (for use with oTPSS exchange) by Grimme and
coworkers *?

PKO06: Proynov-Kong “tLap” functional with 7 and Laplacian dependence "

PKZB: Perdew, Kurth, Zupan, and Blaha correlation functional '*°

SCAN: Strongly Constrained and Appropriately Normed correlation functional >3

rSCAN: Regularized SCAN correlation -’

r++SCAN: Regularized SCAN with uniform density limit and coordinate scaling behavior ’®

r2SCAN: Re-Regularized SCAN correlation 7

revSCAN: Revised SCAN correlation '**

TM: Tao-Mo correlation functional, representing a minor modification to the TPSS correlation functional >+
revTM: Revised TM correlation %%

109

rregTM: Revised regularized TM correlation

TPSSloc: The TPSS correlation functional with the PBE component replaced by the PBEloc correlation

functional ©3

5.3.5 Exchange-Correlation Functionals

Note: All exchange-correlation functionals in this section can be invoked using the $rem variable METHOD. For

backwards compatibility, all of the exchange-correlation functionals except for the ones marked with an asterisk

can be used with the $rem variable EXCHANGE. Popular and/or recommended functionals within each class

are listed first and indicated in bold. The rest are in alphabetical order.

o Local Spin-Density Approximation (LSDA)
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o SPW92#: Slater LSDA exchange + PW92 LSDA correlation
e [DA: Slater LSDA exchange + VWNS5 LSDA correlation
o SVWNS5*#: Slater LSDA exchange + VWNS5 LSDA correlation

o Generalized Gradient Approximation (GGA)

e B97-D3(0): B97-D with a fitted DFT-D3(0) tail instead of the original DFT-D2 tail *
e B97-D: 9-parameter dispersion-corrected (DFT-D2) functional by Grimme **
o PBE*: PBE GGA exchange + PBE GGA correlation

o BLYP*: B88 GGA exchange + LYP GGA correlation

o revPBE*: revPBE GGA exchange + PBE GGA correlation

o BEEF-vdW: 31-parameter semi-empirical exchange functional developed via a Bayesian error estimation
framework paired with PBE correlation and vdW-DF-10 NLC 2%

e BOP: B88 GGA exchange + BOP “one-parameter progressive” GGA correlation?*’

o BP86*: B88 GGA exchange + P86 GGA correlation

o BPS6VWN*: B88 GGA exchange + PB6VWNS GGA correlation

o BPBE*: B88 GGA exchange + PBE GGA correlation

e EDFI1: Modification of BLYP to give good performance in the 6-31+G* basis set’

e EDF2: Modification of B3LYP to give good performance in the cc-pVTZ basis set for frequencies '*®
e GAM: 21-parameter non-separable gradient approximation functional by Truhlar and coworkers >*°
e HCTH93 (HCTH/93): 15-parameter functional trained on 93 systems by Handy and coworkers *>

e HCTHI120 (HCTH/120): 15-parameter functional trained on 120 systems by Boese et al. *

e HCTHI147 (HCTH/147): 15-parameter functional trained on 147 systems by Boese et al. **

e HCTH407 (HCTH/407): 15-parameter functional trained on 407 systems by Boese and Handy *

e HLE16 — HCTH/407 exchange functional enhanced by a factor of 1.25 + HCTH/407 correlation functional

enhanced by a factor of 0.5

e KT1: GGA functional designed specifically for shielding constant calculations '*°

e KT2: GGA functional designed specifically for shielding constant calculations '*°

e KT3: GGA functional with improved results for main-group nuclear magnetic resonance shielding con-

stants 2!

o mPWI1*: mPW91 GGA exchange + PW91 GGA correlation

e NI12: 21-parameter non-separable gradient approximation functional by Peverati and Truhlar "'
o OLYP*: OPTX GGA exchange + LYP GGA correlation

e PBEOP: PBE GGA exchange + PBEOP “one-parameter progressive” GGA correlation®*’

e PBEsol*: PBEsol GGA exchange + PBEsol GGA correlation

o PWI1*: PW91 GGA exchange + PW91 GGA correlation

o RPBE*: RPBE GGA exchange + PBE GGA correlation

e r'VV10*: rPW86 GGA exchange + PBE GGA correlation + rVV 10 non-local correlation>*>

o SOGGA*: SOGGA GGA exchange + PBE GGA correlation

e SOGGAI1: 20-parameter functional by Peverati, Zhao, and Truhlar>**

e VV10: rPW86 GGA exchange + PBE GGA correlation + VV10 non-local correlation *%>
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o Meta-Generalized Gradient Approximation (meta-GGA)

e B97M-V: 12-parameter combinatorially-optimized, dispersion-corrected (VV10) functional by Mardirossian
and Head-Gordon '%

e BI7TM-rvV#*: B97M-V density functional with the VV10 NLC functional replaced by the rVV10 NLC

functional '3

e MO06-L: 34-parameter functional by Zhao and Truhlar***

o TPSS*: TPSS meta-GGA exchange + TPSS meta-GGA correlation

o revIPSS*: revTPSS meta-GGA exchange + revTPSS meta-GGA correlation
e BLOC*: BLOC meta-GGA exchange + TPSSloc meta-GGA correlation

e M11-L: 44-parameter dual-range functional by Peverati and Truhlar?""

o mBEEF: 64-parameter exchange functional paired with the PBEsol correlation functional %

e MGGA_MS0: MGGA_MSO0 meta-GGA exchange + regTPSS GGA correlation>®

o MGGA_MS1: MGGA_MSI1 meta-GGA exchange + regTPSS GGA correlation 236

o MGGA_MS2: MGGA_MS2 meta-GGA exchange + regTPSS GGA correlation >3

o MGGA_MVS: MGGA_MVS meta-GGA exchange + regTPSS GGA correlation 237

e MNI12-L: 58-parameter meta-nonseparable gradient approximation functional by Peverati and Truhlar?"”
e MNI15-L: 58-parameter meta-nonseparable gradient approximation functional by Yu, He, and Truhlar>®’
o 0oTPSS*: oTPSS meta-GGA exchange + oTPSS meta-GGA correlation

e PKZB*: PKZB meta-GGA exchange + PKZB meta-GGA correlation

e revMO6-L: 31-parameter revised M06-L functional >%*

o SCAN*: SCAN meta-GGA exchange + SCAN meta-GGA correlation

e rSCAN: rSCAN exchange + rSCAN correltaion

o r++SCAN: r++SCAN exchange + r++SCAN correlation

o 2SCAN: r2SCAN exchange + r2SCAN correlation

o r4SCAN: r4SCAN exchange + r2SCAN correlation

o revSCAN: revSCAN exchange + revSCAN correlation

e t-HCTH (7-HCTH): 16-parameter functional by Boese and Handy *

e TM*: TM meta-GGA exchange + TM meta-GGA correlation >*’

o revIM: revIM exchange + revTM correlation

o regTM: regTM exchange + regTPSS correlation

o rregTM: regTM exchange + rregTM correlation

o TASK: TASK exchange + PW92 correlation

o mTASK: mTASK exchange + PW92 correlation

e VSXC: 21-parameter functional by Voorhis and Scuseria®’'

o Global Hybrid Generalized Gradient Approximation (GH GGA)

o B3LYP: 20% HF exchange + 8% Slater LSDA exchange + 72% B88 GGA exchange + 19% VWNI1RPA
LSDA correlation + 81% LYP GGA correlation>*>%*

e PBEO: 25% HF exchange + 75% PBE GGA exchange + PBE GGA correlation’
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revPBEO: 25% HF exchange + 75% revPBE GGA exchange + PBE GGA correlation
B97: Becke’s original 10-parameter density functional with 19.43% HF exchange >
B1LYP: 25% HF exchange + 75% B88 GGA exchange + LYP GGA correlation®
B1PW91: 25% HF exchange + 75% B88 GGA exchange + PW91 GGA correlation®

B3LYP5: 20% HF exchange + 8% Slater LSDA exchange + 72% B88 GGA exchange + 19% VWNS5 LSDA
correlation + 81% LYP GGA correlation?*>%

B3P86: 20% HF exchange + 8% Slater LSDA exchange + 72% B88 GGA exchange+ 19% VWNIRPA
LSDA correlation + 81% P86 GGA correlation

B1LYP: 25% HF exchange + 75% B88 GGA exchange + LYP GGA correlation’
B1PWO1: 25% HF exchange + 75% B88 GGA exchange + PW91 GGA correlation’

B3LYPS5: 20% HF exchange + 8% Slater LSDA exchange + 72% B88 GGA exchange + 19% VWNS5 LSDA
correlation + 81% LYP GGA correlation>**%

B3P86: 20% HF exchange + 8% Slater LSDA exchange + 72% B88 GGA exchange+ 19% VWNIRPA
LSDA correlation + 81% P86 GGA correlation

B3PWO91: 20% HF exchange + 8% Slater LSDA exchange + 72% B88 GGA exchange+ 19% PW92 LSDA
correlation + 81% PW91 GGA correlation >

B5050LYP: 50% HF exchange + 8% Slater LSDA exchange + 42% B88 GGA exchange + 19% VWNS5
LSDA correlation + 81% LYP GGA correlation >*°

B97-1: Self-consistent parameterization of Becke’s B97 density functional with 21% HF exchange *>
B97-2: Re-parameterization of B97 by Tozer and coworkers with 21% HF exchange*’?

B97-3: 16-parameter version of B97 by Keal and Tozer with ~ 26.93% HF exchange '*

B97-K: Re-parameterization of B97 for kinetics by Boese and Martin with 42% HF exchange *’
BHHLYP: 50% HF exchange + 50% B88 GGA exchange + LYP GGA correlation

HFLYP*: 100% HF exchange + LYP GGA correlation

MPW K: 42.8% HF exchange + 57.2% mPW91 GGA exchange + PW91 GGA correlation '’

MPW I1LYP: 25% HF exchange + 75% mPW91 GGA exchange + LYP GGA correlation®

MPW 1PBE: 25% HF exchange + 75% mPW91 GGA exchange + PBE GGA correlation®
MPWI1PWO1: 25% HF exchange + 75% mPW91 GGA exchange + PW91 GGA correlation®

O3LYP: 11.61% HF exchange + ~ 7.1% Slater LSDA exchange + 81.33% OPTX GGA exchange + 19%
VWN5 LSDA correlation + 81% LYP GGA correlation '

PBEh-3c: Low-cost composite scheme of Grimme and coworkers for use with the def2-mSVP basis set

only*?

PBES50: 50% HF exchange + 50% PBE GGA exchange + PBE GGA correlation
SOGGAT11-X: 21-parameter functional with 40.15% HF exchange by Peverati and Truhlar '*®

WCO04: Hybrid density functional optimized for the computation of >C chemical shifts”’>

WP04: Hybrid density functional optimized for the computation of 'H chemical shifts>’*

X3LYP: 21.8% HF exchange + 7.3% Slater LSDA exchange + ~ 54.24% B88 GGA exchange + ~ 16.66%
PW91 GGA exchange + 12.9% VWNIRPA LSDA correlation + 87.1% LYP GGA correlation>*?

o Global Hybrid Meta-Generalized Gradient Approximation (GH meta-GGA)

M06-2X: 29-parameter functional with 54% HF exchange by Zhao and Truhlar?*®
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M08-HX: 47-parameter functional with 52.23% HF exchange by Zhao and Truhlar >’

TPSSh: 10% HF exchange + 90% TPSS meta-GGA exchange + TPSS meta-GGA correlation”*
revITPSSh: 10% HF exchange + 90% revTPSS meta-GGA exchange + revTPSS meta-GGA correlation®’
B1B95: 28% HF exchange + 72% B88 GGA exchange + B95 meta-GGA correlation >

B3TLAP: 17.13% HF exchange + 9.66% Slater LSDA exchange + 72.6% B88 GGA exchange + PK06

meta-GGA correlation 200297

BB1K: 42% HF exchange + 58% B88 GGA exchange + B95 meta-GGA correlation>"
BMK: Boese-Martin functional for kinetics with 42% HF exchange *’

dIDF: Dispersion-less density functional (based on the M05-2X functional form) by Szalewicz and cowork-

ers 197

MOS5: 22-parameter functional with 28% HF exchange by Zhao, Schultz, and Truhlar "'
MO05-2X: 19-parameter functional with 56% HF exchange by Zhao, Schultz, and Truhlar>%*
MO06: 33-parameter functional with 27% HF exchange by Zhao and Truhlar®”®

MO6-HF: 32-parameter functional with 100% HF exchange by Zhao and Truhlar %>
MO08-SO: 44-parameter functional with 56.79% HF exchange by Zhao and Truhlar?®’

MGGA_MS2h: 9% HF exchange + 91 % MGGA_MS2 meta-GGA exchange + regTPSS GGA correla-

tion 23°

MGGA_MVSh: 25% HF exchange + 75 % MGGA_MVS meta-GGA exchange + regTPSS GGA correla-
tion 2%’

MN15: 59-parameter functional with 44% HF exchange by Truhlar and coworkers *%°
MPW1B95: 31% HF exchange + 69% mPW91 GGA exchange + B95 meta-GGA correlation >
MPWBIK: 44% HF exchange + 56% mPW91 GGA exchange + B95 meta-GGA correlation?””

PWG6B95: 6-parameter combination of 28 % HF exchange, 72 % optimized PW91 GGA exchange, and
re-optimized B95 meta-GGA correlation by Zhao and Truhlar?%?

PWBO6K: 6-parameter combination of 46 % HF exchange, 54 % optimized PW91 GGA exchange, and

re-optimized B95 meta-GGA correlation by Zhao and Truhlar

revMO06: 32-parameter functional with 40.41% HF exchange *%

SCANO: 25% HF exchange + 75% SCAN meta-GGA exchange + SCAN meta-GGA correlation '*°
t-HCTHh (7-HCTHh): 17-parameter functional with 15% HF exchange by Boese and Handy *°
TPSSO0: 25% HF exchange + 75% TPSS meta-GGA exchange + TPSS meta-GGA correlation %

o Range-Separated Hybrid Generalized Gradient Approximation (RSH GGA)

wB97X-V (wB97X-V): 10-parameter combinatorially-optimized, dispersion-corrected (VV10) functional
with 16.7% SR HF exchange, 100% LR HF exchange, and w = 0.3'>°

wB97X-D3 (wB97X-D3): 16-parameter dispersion-corrected (DFT-D3(0)) functional with ~ 19.57% SR
HF exchange, 100% LR HF exchange, and w = 0.25 '

wB97X-D (wB97X-D): 15-parameter dispersion-corrected (DFT-CHG) functional with ~ 22.2% SR HF
exchange, 100% LR HF exchange, and w = 0.2°°

CAM-B3LYP: Coulomb-attenuating method functional by Handy and coworkers >34

CAM-QTPO00: Re-parameterized CAM-B3LYP designed to satisfy the IP-theorem for all occupied orbitals

of the water molecule 23
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o CAM-QTPO1: Re-parameterized CAM-B3LYP optimized to satisfy the valence IPs of the water molecule,

34 excitation states, and G2-1 atomization energies ' >

o HSE-HJS: Screened-exchange “HSE06” functional with 25% SR HF exchange, 0% LR HF exchange, and
w=0.11, using the updated HJS PBE exchange hole model **'3*

o LC-rVV10*: LC-VVIO0 density functional with the VV10 NLC functional replaced by the rVV10 NLC

functional '3

e L.C-VV10: 0% SR HF exchange + 100% LR HF exchange + wPBE GGA exchange + PBE GGA correlation
+ VV10 non-local correlation (w=0.45)2%>

e LC-wPBEO8 (LC-wPBEO08): 0% SR HF exchange + 100% LR HF exchange + wPBE GGA exchange +
PBE GGA correlation (w=0.45)2%"

e L RC-BOP (LRC-uBOP): 0% SR HF exchange + 100% LR HF exchange + muB88 GGA exchange + BOP
GGA correlation (w=0.47)23

e | RC-wPBE (LRC-wPBE): 0% SR HF exchange + 100% LR HF exchange + wPBE GGA exchange + PBE
GGA correlation (w=0.3)2'¢

e [ RC-wPBEh (LRC-wPBEh): 20% SR HF exchange + 100% LR HF exchange + 80% wPBE GGA ex-
change + PBE GGA correlation (w=0.2)>""

o N12-SX: 26-parameter non-separable GGA with 25% SR HF exchange, 0% LR HF exchange, and w =
0.112%

e rCAM-B3LYP: Re-fit CAM-B3LYP with the goal of minimizing many-electron self-interaction error ®
e WB97 (wB97): 13-parameter functional with 0% SR HF exchange, 100% LR HF exchange, and w = 0.4
e wBI7X (wB97X): 14-parameter functional with ~ 15.77% SR HF exchange, 100% LR HF exchange, and

w=0.3"

o wBI7X-rV* (wB97X-rV): wB97X-V density functional with the VV10 NLC functional replaced by the
rVV10 NLC functional '3

o Range-Separated Hybrid Meta-Generalized Gradient Approximation (RSH meta-GGA)

o WBI7M-V (wB97M-V): 12-parameter combinatorially-optimized, dispersion-corrected (VV10) functional
with 15% SR HF exchange, 100% LR HF exchange, and w = 0.3 ¢!

e M06-SX: local revMO06-L functional with 33.5% SR HF exchange >%°
e MI1: 40-parameter functional with 42.8% SR HF exchange, 100% LR HF exchange, and w = 0.25'%

e MNI12-SX: 58-parameter non-separable meta-GGA with 25% SR HF exchange, 0% LR HF exchange, and
w=0.11%"

e revM11: 22-parameter functional with 22.5% SR HF exchange, 100% LR HF exchange, and w = 0.4’

e WB97M-rV* (wB97X-1V): wB97M-V density functional with the VV10 NLC functional replaced by the
rVV10 NLC functional '3

o WMO05-D (wMO05-D): 21-parameter dispersion-corrected (DFT-CHG) functional with ~ 36.96% SR HF
exchange, 100% LR HF exchange, and w = 0.2 149

o wMO06-D3 (wM06-D3): 25-parameter dispersion-corrected [DFT-D3(0)] functional with ~ 27.15% SR HF
exchange, 100% LR HF exchange, and w = 0.3 '
o Double Hybrid Generalized Gradient Approximation (DH GGA)

Note: In order to use the resolution-of-the-identity approximation for the MP2 component, specify an auxiliary basis
set with the $rem variable AUX_BASIS
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DSD-PBEPBE-D3: 68% HF exchange + 32% PBE GGA exchange + 49% PBE GGA correlation + 13%
SS MP2 correlation + 55% OS MP2 correlation with DFT-D3(BJ) tail 3!

wB97X-2(LP) (wB97X-2(LP)): 13-parameter functional with ~ 67.88% SR HF exchange, 100% LR HF
exchange, ~ 58.16% SS MP2 correlation, ~ 47.80% OS MP2 correlation, and w = 0.3

wB97X-2(TQZ) (wB97X-2(TQZ)): 13-parameter functional with ~ 63.62% SR HF exchange, 100% LR
HF exchange, ~ 52.93% SS MP2 correlation, ~ 44.71% OS MP2 correlation, and w = 0.3%

XYG3: 80.33% HF exchange - 1.4% Slater LSDA exchange + 21.07% B88 GGA exchange + 67.89% LYP
GGA correlation + 32.11% MP2 correlation (evaluated with B3LYP orbitals)>*!

XYGJ-0S: 77.31% HF exchange + 22.69% Slater LSDA exchange + 23.09% VWNI1RPA LSDA correla-
tion + 27.54% LYP GGA correlation + 43.64% OS MP2 correlation (evaluated with B3LYP orbitals) %3

B2PLYP: 53% HF exchange + 47% B88 GGA exchange + 73% LYP GGA correlation + 27% MP2 corre-

lation®’

B2GPPLYP: 65% HF exchange + 35% B88 GGA exchange + 64% LYP GGA correlation + 36% MP2

correlation 'Y

DSD-PBEP86-D3: 69% HF exchange + 31% PBE GGA exchange + 44% P86 GGA correlation + 22% SS
MP2 correlation + 52% OS MP2 correlation with DFT-D3(BJ) tail '3!

LS1DH-PBE: 75% HF exchange + 25% PBE GGA exchange + 57.8125% PBE GGA correlation +42.1875%
MP2 correlation >4

PBE-QIDH: 69.3361% HF exchange + 30.6639% PBE GGA exchange + 66.6667% PBE GGA correlation
+33.3333% MP2 correlation !

PBEO-2: ~ 79.37% HF exchange + ~ 20.63% PBE GGA exchange + 50% PBE GGA correlation + 50%
MP2 correlation’

PBEO-DH: 50% HF exchange + 50% PBE GGA exchange + 87.5% PBE GGA correlation + 12.5% MP2

correlation*°

o Double Hybrid Meta-Generalized Gradient Approximation (DH MGGA)

wB97M(2): 14-parameter functional form by wB97M-V + MP2 correlation. '%?

PTPSS-D3: 50% HF exchange + 50% Re-Fit TPSS meta-GGA exchange + 62.5% Re-Fit TPSS meta-GGA
correlation + 37.5% OS MP2 correlation with DFT-D3(0) tail ®?

DSD-PBEB95-D3: 66% HF exchange + 34% PBE GGA exchange + 55% B95 GGA correlation + 9% SS
MP2 correlation + 46% OS MP2 correlation with DFT-D3(BJ) tail 3!

PWPBI95-D3: 50% HF exchange + 50% Re-Fit PW91 GGA exchange + 73.1% Re-Fit BO5 meta-GGA
correlation + 26.9% OS MP2 correlation with DFT-D3(0) tail %

5.3.6 Specialized Functionals

SRCI1-R1: TDDFT short-range corrected functional [Eq. (1) in Ref. 32, 1st row atoms]
SRC1-R2: TDDFT short-range corrected functional [Eq. (1) in Ref. 32, 2nd row atoms]
SRC2-R1: TDDFT short-range corrected functional [Eq. (2) in Ref. 32, 1st row atoms]
SRC2-R2: TDDFT short-range corrected functional [Eq. (2) in Ref. 32, 2nd row atoms]

BR89: Becke-Roussel meta-GGA exchange functional modeled after the hydrogen atom?’
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* B94: meta-GGA correlation functional by Becke that uses the BR89 exchange functional to compute the Coulomb
potential **

* B94hyb: modified version of the B94 correlation functional for use with the BR§9B94hyb exchange-correlation
functional >

» BR89BY4h: 15.4% HF exchange + 84.6% BR89 meta-GGA exchange + BR89hyb meta-GGA correlation >*

» BRSC: Exchange component of the original BO5 exchange-correlation functional >’

» MBO05: Exchange component of the modified BO5 (BM0S5) exchange-correlation functional >'

* BOS5: A full exact-exchange Kohn-Sham scheme of Becke that uses the exact-exchange energy density (RI) and

. . bl 2
accounts for static correlation 27-209211

« BMO5 (XC): Modified BO5 hyper-GGA scheme that uses MBOS5 instead of BRSC as the exchange functional >'°

» PSTS: Hyper-GGA (100% HF exchange) exchange-correlation functional of Perdew, Staroverov, Tao, and Scuse-
ria !9

» MCY2: Mori-Sanchez-Cohen-Yang adiabatic connection-based hyper-GGA exchange-correlation functional >-!>'+17

This example illustrate the use of the RI-BO5 and RI-PSTS functionals. These are presently available only for single-
point calculations, and convergence is greatly facilitated by obtaining converged SCF orbitals from, e.g., an LDA or
HF calculation first. (LDA is used in the example below but HF can be substituted.) Use of the RI approximation
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(Section 6.6) requires specification of an auxiliary basis set.

Example 5.1 Q-CHEM input of H, using RI-B05.

Scomment

H2, example of SP RI-B0O5. First do a well-converged LSD, G3LARGE is the
basis of choice for good accuracy.

Send
Smolecule
01
H 0. 0. 0.0
H 0. 0. 0.7414
Send
Srem
METHOD lda
BASIS g3large
SCF_GUESS core ! required
PURECART 2222 ! required
THRESH 14
INCDFT false
SYM_IGNORE true
SYMMETRY false
SCF_CONVERGENCE 9
Send
Qeee
Smolecule
read
Send
Srem
EXCHANGE b05 ! or set to psts for ri-psts
BASIS g3large
AUX_BASIS rib05-cc-pvtz ! the aux basis for both RI-B05 and RI-PSTS
SCF_GUESS read
PURECART 2222 ! required
THRESH 4
PRINT_INPUT true
INCDFT false
SYM_TIGNORE true
SYMMETRY false
MAX_SCF_CYCLES O ! required
DFT_CUTOFFS 0 ! required
Send

5.3.7 User-Defined Density Functionals

Users can also request a customized density functional consisting of any linear combination of exchange and/or corre-
lation functionals available in Q-CHEM. A “general” density functional of this sort is requested by setting EXCHANGE
= GEN and then specifying the functional by means of an $xc_functional input section consisting of one line for each
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desired exchange (X) or correlation (C) component of the functional, and having the format shown below.

Sxc_functional

X exchange_symbol coefficient

X exchange_symbol coefficient

C correlation_symbol coefficient
correlation_symbol coefficient

K coefficient
Send

Each line requires three variables: X or C to designate whether this is an exchange or correlation component; the
symbolic representation of the functional, as would be used for the EXCHANGE or CORRELATION keywords variables
as described above; and a real number coefficient for each component. Note that Hartree-Fock exchange can be
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designated either as “X" or as “K". Examples are shown below.

Example 5.2 Q-CHEM input for H,O with the B3tLap functional.

Smolecule
0 1
(0]
H1 O oh

H2 O oh H1 hoh

oh = 0.9
hoh 120.0
Send

Srem
EXCHANGE
CORRELATION
BASIS

$xc_functional
X Becke
X S
C
K

Send

Smolecule
0 1
(0]
H1 O oh
H2 O oh
oh = 0.9

hoh = 120.0
Send

Srem
EXCHANGE
CORRELATION
BASIS

Sxc_functional

X BR89
C B94hyb
K

7

gen
none
g3large
14

0.726
0.0966
1.0

H1 hoh

7

gen
none
g3large
14

recommended for high accuracy
and better convergence

Example 5.3 Q-CHEM input for HoO with the BR89B94hyb functional.

recommended for high accuracy
and better convergence
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5.3.8 Semi-Empirical Functionals

The following semi-empirical methods are available in Q-CHEM:

e HF-3c: It is an HF-based semi-empirical method which is used with a minimal basis called MINIX. All the
elements from H to Xe are supported. For the elements from Rb (Z = 37) to Xe (Z = 54), def2-ECP must be

Note:

used. >

PBEh-3c: It is a DFT based method which is used with def2-mSVP basis set.This is available for all the elements
from H to Rn. For the elements from Rb (Z = 37) to Rn (Z = 86), def2-ECP has to be used. It is a more

accurate method than HF-3c as it has correlation, °* although the double-( basis set makes it more expensive for

large molecules.

The HF-3c and PBEh-3c methods were parameterized for use with the aforementioned basis sets. Although

Q-CHEM does not enforce this, other basis sets should not be used unless there is a good reason for doing so,

and only then with caution as the results may not match published accuracy.

Example 5.4 Q-CHEM input for HF-3¢c method.

Srem
method
basis
ecp

Send

Smolecule
-1 1

- - O H

Send

hf-3c
minix
def2-ecp

Example 5.5 Q-CHEM input for PBEh-3c method.

Smolecule
01

@)

-1.
H -1.
H -0.
0] 1.
H 1
H 1.

Srem
METHOD
BASIS
XC_GRI
INCDFT
INCFOC

551007
934259
599677
350625

.680398

680398

D

K

SCF_CONVERGENCE

THRESH

SYMMET

SYM_IG
Send

RY
NORE

.6539056222 0.0300979939
.8593081518 0.0835488510
.8947008157 0.2596704547
.8641221666 -0.8778240298
.114520 0.000000

.762503 0.000000

.040712 0.000000

.111469 0.000000

.373741 -0.758561

.373741 0.758561

PBEh-3c

def2-mSVP

000099000590

0

0

8

14

false

true

O O O O

.0000000000
.0000000000
.0000000000
.0000000000
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5.4 Basic DFT Job Control

Basic SCF job control was described in Section 4.3 in the context of Hartree-Fock theory and is largely the same for
DFT. The keywords METHOD and BASIS are required, although for DFT the former could be substituted by specifying
EXCHANGE and CORRELATION instead.

METHOD

Specifies the exchange-correlation functional.
TYPE:

STRING
DEFAULT:

No default

OPTIONS:
NAME Use METHOD = NAME, where NAME is either HF for Hartree-Fock theory or

else one of the DFT methods listed in Section 5.3.5.
RECOMMENDATION:
In general, consult the literature to guide your selection. Our recommendations for DFT are

indicated in bold in Section 5.3.5.

EXCHANGE
Specifies the exchange functional (or most exchange-correlation functionals for backwards com-

patibility).
TYPE:

STRING
DEFAULT:

No default

OPTIONS:
NAME Use EXCHANGE = NAME, where NAME is either:

1) One of the exchange functionals listed in Section 5.3.3
2) One of the XC functionals listed in Section 5.3.5 that is not marked with an
asterisk.

3) GEN, for a user-defined functional (see Section 5.3.7).
RECOMMENDATION:
In general, consult the literature to guide your selection. Our recommendations are indicated in

bold in Sections 5.3.5 and 5.3.3.

CORRELATION

Specifies the correlation functional.
TYPE:

STRING
DEFAULT:

NONE

OPTIONS:
NAME Use CORRELATION = NAME, where NAME is one of the correlation functionals

listed in Section 5.3.4.
RECOMMENDATION:
In general, consult the literature to guide your selection. Our recommendations are indicated in

bold in Section 5.3.4.

The following $rem variables are related to the choice of the quadrature grid required to integrate the XC part of the
functional, which does not appear in Hartree-Fock theory. DFT quadrature grids are described in Section 5.5.
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FAST_XC

Controls direct variable thresholds to accelerate exchange-correlation (XC) in DFT.
TYPE:

LOGICAL
DEFAULT:

FALSE

OPTIONS:
TRUE Turn FAST_XC on.

FALSE Do not use FAST_XC.
RECOMMENDATION:
Caution: FAST_XC improves the speed of a DFT calculation, but may occasionally cause the

SCF calculation to diverge.

XC_GRID
Specifies the type of grid to use for DFT calculations.
TYPE:
INTEGER
DEFAULT:
Functional-dependent; see Table 5.3.
OPTIONS:
0 Use SG-0 for H, C, N, and O; SG-1 for all other atoms.
n Use SG-n for all atoms, n = 1,2, or 3

XY A string of two six-digit integers X and Y, where X is the number of radial points
and Y is the number of angular points where possible numbers of Lebedev angular
points, which must be an allowed value from Table 5.2 in Section 5.5.

—XY  Similar format for Gauss-Legendre grids, with the six-digit integer X corresponding
to the number of radial points and the six-digit integer ¥ providing the number of

Gauss-Legendre angular points, Y = 2N 2,
RECOMMENDATION:
Use the default unless numerical integration problems arise. Larger grids may be required for

optimization and frequency calculations.

NL_GRID
Specifies the grid to use for non-local correlation.
TYPE:
INTEGER
DEFAULT:
1
OPTIONS:
Same as for XC_GRID

RECOMMENDATION:
Use the default unless computational cost becomes prohibitive, in which case SG-0 may be used.

XC_GRID should generally be finer than NL_GRID.
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XC_SMART_GRID
Uses SG-0 (where available) for early SCF cycles, and switches to the (larger) target grid speci-

fied by XC_GRID for final cycles of the SCF.
TYPE:

LOGICAL
DEFAULT:
FALSE

OPTIONS:
TRUE (or 1)  Use the smaller grid for the initial cycles.

FALSE (or 0)  Use the target grid for all SCF cycles.
RECOMMENDATION:

The use of the smart grid can save some time on initial SCF cycles.

5.5 DFT Numerical Quadrature

5.5.1 Introduction

In practical DFT calculations, the forms of the approximate exchange-correlation functionals used are quite compli-
cated, such that the required integrals involving the functionals generally cannot be evaluated analytically. Q-CHEM
evaluates these integrals through numerical quadrature directly applied to the exchange-correlation integrand. Several
standard quadrature grids are available (“SG-n”, n = 0, 1, 2, 3), with a default value that is automatically set according

to the complexity of the functional in question.

The quadrature approach in Q-CHEM is generally similar to that found in many DFT programs. The multi-center XC
integrals are first partitioned into “atomic” contributions using a nuclear weight function. Q-CHEM uses the nuclear
partitioning of Becke,?! though without the “atomic size adjustments” of Ref. 21. The atomic integrals are then

evaluated through standard one-center numerical techniques. Thus, the exchange-correlation energy is obtained as

atoms points

Exc= Y, > waf(ry), (5.15)
A €A

where the function f is the aforementioned XC integrand and the quantities w 4; are the quadrature weights. The sum

over ¢ runs over grid points belonging to atom A, which are located at positions r ,;, = R, + r;, so this approach

requires only the choice of a suitable one-center integration grid (to define the r;), which is independent of nuclear

configuration. These grids are implemented in Q-CHEM in a way that ensures that the Fxc is rotationally-invariant,

i.e., that is does not change when the molecule undergoes rigid rotation in space. ''*

Quadrature grids are further separated into radial and angular parts. Within Q-CHEM, the radial part is usually treated

L.,'" which maps the semi-infinite domain [0, 00) onto [0, 1)

by the Euler-Maclaurin scheme proposed by Murray et a
and applies the extended trapezoid rule to the transformed integrand. Alternatively, Gill and Chien proposed a radial
scheme based on a Gaussian quadrature on the interval [0, 1] with a different weight function.’’ This “MultiExp" radial
quadrature is exact for integrands that are a linear combination of a geometric sequence of exponential functions, and
is therefore well suited to evaluating atomic integrals. However, the task of generating the MultiExp quadrature points
becomes increasingly ill-conditioned as the number of radial points increases, so that a “double exponential" radial

quadrature '%%'% is used for the largest standard grids in Q-CHEM, '®>!% namely SG-2 and SG-3.%® (See Section 5.5.3.)
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. Degree . Degree . Degree
No. Points No. Points No. Points
(Umax) (Umax) (Umax)
6 3 230 25 1730 71
18 5 266 27 2030 77
26 7 302 29 2354 83
38 9 350 31 2702 89
50 11 434 35 3074 95
74 13 590 41 3470 101
86 15 770 47 3890 107
110 17 974 53 4334 113
146 19 1202 59 4802 119
170 21 1454 65 5294 125
194 23

Table 5.2: Lebedev angular quadrature grids available in Q-CHEM.

5.5.2 Angular Grids

For a fixed value of the radial spherical-polar coordinate r, a function f(r) = f(r,0,¢) has an exact expansion in

spherical harmonic functions,

00 4
F00.0) =Y > conYem(0,0) . (5.16)

£=0 m=—¢
Angular quadrature grids are designed to integrate f(r, 6, ¢) for fixed r, and are often characterized by their degree,
meaning the maximum value of ¢ for which the quadrature is exact, as well as by their efficiency, meaning the number
of spherical harmonics exactly integrated per degree of freedom in the formula. Q-CHEM supports the following two

types of angular grids.

* Lebedev grids. These are specially-constructed grids for quadrature on the surface of a sphere, '*!~'** based on
the octahedral point group. Lebedev grids available in Q-CHEM are listed in Table 5.2. These grids typically have
near-unit efficiencies, with efficiencies exceeding unity in some cases. A Lebedev grid is selected by specifying
the number of grid points (from Table 5.2) using the $rem keyword XC_GRID, as discussed below.

* Gauss-Legendre grids. These are spherical direct-product grids in the two spherical-polar angles, 6 and ¢.
Integration in over 6 is performed using a Gaussian quadrature derived from the Legendre polynomials, while
integration over ¢ is performed using equally-spaced points. A Gauss-Legendre grid is selected by specifying
the total number of points, 2V2, to be used for the integration, which specifies a grid consisting of 2N, points in
¢ and Ny in 6, for a degree of 2N — 1. Gauss-Legendre grids exhibit efficiencies of only 2/3, and are thus lower
in quality than Lebedev grids for the same number of grid points, but have the advantage that they are defined for
arbitrary (and arbitrarily-large) numbers of grid points. This offers a mechanism to achieve arbitrary accuracy in

the angular integration, if desired.

Combining these radial and angular schemes yields an intimidating selection of quadratures, so it is useful to stan-
dardize the grids. This is done for the convenience of the user, to facilitate comparisons in the literature, and also
for developers wishing to compared detailed results between different software programs, because the total electronic
energy is sensitive to the details of the grid, just as it is sensitive to details of the basis set. Standard quadrature grids

are discussed next.
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Pruned Ref. Parent Grid No. Grid Points Default Grid for

Grid (N,, No) (C atom)® Which Functionals??

SG-0 58 (23, 170) 1,390 (36%) None

SG-1 80 (50, 194) 3,816 (39%) LDA, most GGAs and hybrids

SG-2 68 (75, 302) 7,790 (34%) Meta-GGAs; B95- and B97-based functionals

SG-3 68 (99, 590) 17,674 (30%) Minnesota functionals

“Number in parenthesis is the fraction of points retained from the parent grid
bReflects Q-CHEM versions since v. 4.4.2

Table 5.3: Standard quadrature grids available in Q-CHEM, along with the number of grid points for a carbon atom,
showing the reduction in grid points due to pruning.

5.5.3 Standard Quadrature Grids

Four different “standard grids" are available in Q-CHEM, designated SG-n, for n = 0, 1, 2, or 3; both quality and the
computational cost of these grids increases with n. These grids are constructed starting from a “parent” grid (N,, Nq)
consisting of [V, radial spheres with N, angular (Lebedev) grid points on each, then systematically pruning the number
of angular points in regions where sophisticated angular quadrature is not necessary, such as near the nuclei where the
charge density is nearly spherically symmetric and at long distance from the nuclei where it varies slowly. A large
number of points are retained in the valence region where angular accuracy is critical. The SG-n grids are summarized
in Table 5.3. While many electronic structure programs use some kind of procedure to delete unnecessary grid points
in the interest of computational efficiency, Q-CHEM’s SG-n grids are notable in that the complete grid specifications
are available in the peer-reviewed literature, **%*%" to facilitate reproduction of Q-CHEM DFT calculations using other
electronic structure programs. Just as computed energies may vary quite strongly with the choice of basis set, so too in
DFT they may vary strongly with the choice of quadrature grid. In publications, users should always specify the grid
that is used, and it is suggested to cite the appropriate literature reference from Table 5.3.

The SG-0 and SG-1 grids are designed for calculations on large molecules using GGA functionals. SG-1 affords
integration errors on the order of ~0.2 kcal/mol for medium-sized molecules and GGA functionals, including for
demanding test cases such as reaction enthalpies for isomerizations. (Integration errors in total energies are no more
than a few phartree, or ~0.01 kcal/mol.) The SG-0 grid was derived in similar fashion, and affords a root-mean-square
error in atomization energies of 72 phartree with respect to SG-1, while relative energies are reproduced well.*® In
either case, errors of this magnitude are typically considerably smaller than the intrinsic errors in GGA energies, and
hence acceptable. As seen in Table 5.3, SG-1 retains < 40% of the grid points of its parent grid, which translates
directly into cost savings.

Both SG-0 and SG-1 were optimized so that the integration error in the energy falls below a target threshold, but
derivatives of the energy (including such properties as (hyper)polarizabilities*’) are often more sensitive to the quality
of the integration grid. Special care is required, for example, when imaginary vibrational frequencies are encountered,
as low-frequency (but real) vibrational frequencies can manifest as imaginary if the grid is sparse. If imaginary fre-
quencies are found, or if there is some doubt about the frequencies reported by Q-CHEM, the recommended procedure
is to perform the geometry optimization and vibrational frequency calculations again using a higher-quality grid. (The

optimization should converge quite quickly if the previously-optimized geometry is used as an initial guess.)

SG-1 was the default DFT integration grid for all density functionals for Q-CHEM versions 3.2-4.4. Beginning with
Q-CHEM v. 4.4.2, however, the default grid is functional-dependent, as summarized in Table 5.3. This is a reflection
of the fact that although SG-1 is adequate for energy calculations using most GGA and hybrid functionals (although
care must be taken for some other properties, as discussed below), it is not adequate to integrate many functionals

developed since ~2005. These include meta-GGAs, which are more complicated due to their dependence on the kinetic
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energy density (7, in Eq. (5.10)) and/or the Laplacian of the density (V2p,). Functionals based on B97, along with

the Minnesota suite of functionals,2%:2%°

contain relatively complicated expressions for the exchange inhomogeneity
factor, and are therefore also more sensitive to the quality of the integration grid.%®'3%?’" To integrate these modern
density functionals, the SG-2 and SG-3 grids were developed,®® which are pruned versions of the medium-quality
(75, 302) and high-quality (99, 590) integration grids, respectively. Tests of properties known to be highly sensitive to
the quality of the integration grid, such as vibrational frequencies, hyper-polarizabilities, and potential energy curves
for non-bonded interactions, demonstrate that SG-2 is usually adequate for meta-GGAs and B97-based functionals, and
in many cases is essentially converged with respect to an unpruned (250, 974) grid.® The Minnesota functionals are
more sensitive to the grid, and while SG-3 is often adequate, it is not completely converged in the case of non-bonded

interactions. %

Note:

1. SG-0 was re-optimized for Q-CHEM v. 3.0, so results may differ slightly as compared to older versions
of the program.

2. The SG-2 and SG-3 grids use a double-exponential radial quadrature, ®® whereas a general grid (selected
by setting XC_GRID = XY, as described in Section 5.4) uses an Euler-MacLaurin radial quadrature. As
such, absolute energies cannot be compared between, e.g., SG-2 and XC_GRID = 000075000302, even
though SG-2 uses a pruned (75, 302) grid. However, energy differences should be quite similar between
the two.

3. As noted in Ref. 68, for Minnesota functionals some wiggles in potential energy surfaces may persist
with the SG-3 grid, especially for longer-range non-bonded interactions. Although these are rarely prob-
lematic for energy differences, if the user wants to eliminate these oscillations then we recommend an
unpruned (99, 590) grid, i.e., XC_GRID = 000099000590.

5.5.4 Consistency Check and Cutoffs

Whenever Q-CHEM calculates numerical density functional integrals, the electron density itself is also integrated nu-
merically as a test of the quality of the numerical quadrature. The extent to which this numerical result differs from
the number of electrons is an indication of the accuracy of the other numerical integrals. A warning message is printed
whenever the relative error in the numerical electron count reaches 0.01%, indicating that the numerical XC results
may not be reliable. If the warning appears on the first SCF cycle it is probably not serious, because the initial-guess
density matrix is sometimes not idempotent. This is the case with the SAD guess discussed in Section 4.4, and also
with a density matrix that is taken from a previous geometry optimization cycle, and in such cases the problem will
likely correct itself in subsequent SCF iterations. If the warning persists, however, then one should consider either
using a finer grid or else selecting an alternative initial guess.

By default, Q-CHEM will estimate the magnitude of various XC contributions on the grid and eliminate those deter-
mined to be numerically insignificant. Q-CHEM uses specially-developed cutoff procedures which permits evaluation
of the XC energy and potential in only O(N) work for large molecules. This is a significant improvement over the
formal O(IN?3) scaling of the XC cost, and is critical in enabling DFT calculations to be carried out on very large
systems. In rare cases, however, the default cutoff scheme can be too aggressive, eliminating contributions that should
be retained; this is almost always signaled by an inaccurate numerical density integral. An example of when this could
occur is in calculating anions with multiple sets of diffuse functions in the basis. A remedy may be to increase the size
of the quadrature grid.
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5.5.5 Multi-resolution Exchange-Correlation (MRXC) Method

The multi-resolution exchange-correlation (MRXC) method is a new approach, courtesy of the Q-CHEM development

26128219 for accelerating computation of the exchange-correlation (XC) energy and matrix for any given density

team,
functional. As explained in Section 4.6.5, XC functionals are sufficiently complicated integration of them is usually
performed by numerical quadrature. There are two basic types of quadrature. One is the atom-centered grid (ACG), a
superposition of atomic quadrature described in Section 4.6.5. The ACG has high density of points near the nucleus to
handle the compact core density and low density of points in the valence and non-bonding region where the electron
density is smooth. The other type is even-spaced cubic grid (ESCG), which is typically used together with pseudopo-
tentials and plane-wave basis functions where only the valence and non-bonded electron density is assumed smooth.
In quantum chemistry, an ACG is more often used as it can handle accurately all-electron calculations of molecules.
MRXC combines those two integration schemes seamlessly to achieve an optimal computational efficiency by placing
the calculation of the smooth part of the density and XC matrix onto the ESCG. The computation associated with the
smooth fraction of the electron density is the major bottleneck of the XC part of a DFT calculation and can be done at a
much faster rate on the ESCG due to its low resolution. Fast Fourier transform and B-spline interpolation are employed
for the accurate transformation between the two types of grids such that the final results remain the same as they would
be on the ACG alone, yet a speedup of several times is achieved for the XC matrix. The smooth part of the calculation
with MRXC can also be combined with FTC (see Section 4.6.5) to achieve a further gain in efficiency.

MRXC

Controls the use of MRXC.
TYPE:

INTEGER
DEFAULT:

0

OPTIONS:
0 Do not use MRXC

1 Use MRXC in the evaluation of the XC part
RECOMMENDATION:
MRXC is very efficient for medium and large molecules, especially when medium and large

basis sets are used.

The following two keywords control the smoothness precision. The default value is carefully selected to maintain high
accuracy.

MRXC_CLASS_THRESH_MULT
Controls the of smoothness precision
TYPE:
INTEGER
DEFAULT:
1
OPTIONS:
im  An integer
RECOMMENDATION:
A prefactor in the threshold for MRXC error control: im x 107
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MRXC_CLASS_THRESH_ORDER
Controls the of smoothness precision
TYPE:
INTEGER
DEFAULT:
6
OPTIONS:
i0  An integer
RECOMMENDATION:
The exponent in the threshold of the MRXC error control: im x 107%

The next keyword controls the order of the B-spline interpolation:

LOCAL_INTERP_ORDER
Controls the order of the B-spline
TYPE:
INTEGER
DEFAULT:
6
OPTIONS:
n  An integer
RECOMMENDATION:
The default value is sufficiently accurate

5.5.6 Incremental DFT

Incremental DFT (IncDFT) uses the difference density and functional values to improve the performance of the DFT
quadrature procedure by providing a better screening of negligible values. Using this option will yield improved
efficiency at each successive iteration due to more effective screening.

INCDFT

Toggles the use of the IncDFT procedure for DFT energy calculations.
TYPE:

LOGICAL
DEFAULT:

TRUE

OPTIONS:
FALSE Do not use IncDFT

TRUE  Use IncDFT
RECOMMENDATION:
Turning this option on can lead to faster SCF calculations, particularly towards the end of the

SCEF. Please note that for some systems use of this option may lead to convergence problems.
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INCDFT_DENDIFF_THRESH
Sets the threshold for screening density matrix values in the IncDFT procedure.
TYPE:
INTEGER
DEFAULT:
SCF_CONVERGENCE + 3
OPTIONS:
n  Corresponding to a threshold of 10~".
RECOMMENDATION:
If the default value causes convergence problems, set this value higher to tighten the threshold.

INCDFT_GRIDDIFF_THRESH
Sets the threshold for screening functional values in the IncDFT procedure
TYPE:
INTEGER
DEFAULT:
SCF_CONVERGENCE + 3
OPTIONS:
n Corresponding to a threshold of 10™".
RECOMMENDATION:

If the default value causes convergence problems, set this value higher to tighten the threshold.

INCDFT_DENDIFF_VARTHRESH
Sets the lower bound for the variable threshold for screening density matrix values in the IncDFT

procedure. The threshold will begin at this value and then vary depending on the error in the
current SCF iteration until the value specified by INCDFT_DENDIFF_THRESH is reached. This

means this value must be set lower than INCDFT_DENDIFF_THRESH.
TYPE:

INTEGER
DEFAULT:

0  Variable threshold is not used.
OPTIONS:

n  Corresponding to a threshold of 107".

RECOMMENDATION:
If the default value causes convergence problems, set this value higher to tighten accuracy. If this

fails, set to O and use a static threshold.



Chapter 5: Density Functional Theory 195

INCDFT_GRIDDIFF_VARTHRESH
Sets the lower bound for the variable threshold for screening the functional values in the IncDFT

procedure. The threshold will begin at this value and then vary depending on the error in the
current SCF iteration until the value specified by INCDFT_GRIDDIFF_THRESH is reached. This

means that this value must be set lower than INCDFT_GRIDDIFF_THRESH.
TYPE:

INTEGER
DEFAULT:

0 Variable threshold is not used.
OPTIONS:

n  Corresponding to a threshold of 107".

RECOMMENDATION:
If the default value causes convergence problems, set this value higher to tighten accuracy. If this

fails, set to O and use a static threshold.

5.6 Range-Separated Hybrid Density Functionals

5.6.1 Introduction

Whereas RSH functionals such as LRC-wPBE are attempts to add 100% LR Hartree-Fock exchange with minimal
perturbation to the original functional (PBE, in this example), other RSH functionals are of a more empirical nature
and their range-separation parameters have been carefully parameterized along with all of the other parameters in the
functional. These cases are functionals are discussed first, in Section 5.6.2, because their range-separation parameters
should be taken as fixed. User-defined values of the range-separation parameter are discussed in Section 5.6.3, and
Section 5.6.4 discusses a procedure for which an optimal, system-specific value of this parameter (w or ) can be
chosen for functionals such as LRC-wPBE or LRC-4PBE.

5.6.2 Semi-Empirical RSH Functionals

Semi-empirical RSH functionals for which the range-separation parameter should be considered fixed include the
wB97, wB97X, and wB97X-D functionals developed by Chai and Head-Gordon;>>>* wB97X-V and wB97M-V from
Mardirossian and Head-Gordon; 1°%1% M11 from Peverati and Truhlar; '*° wB97X-D3, wMO05-D, and wM06-D3 from
Chai and coworkers; '*>!>" and the screened exchange functionals N12-SX and MN12-SX from Truhlar and co-
workers.>"? More recently, Mardirossian and Head-Gordon developed two RSH functionals, wB97X-V and wB97M-V,
via a combinatorial approach by screening over 100,000 possible functionals in the first case and over 10 billion pos-
sible functionals in the second case. Both of the latter functionals use the VV10 non-local correlation functional in
order to improve the description of non-covalent interactions and isomerization energies. wB97M-V is a 12-parameter
meta-GGA with 15% short-range exact exchange and 100% long-range exact exchange and is one of the most ac-
curate functionals available through rung 4 of Jacob’s Ladder, across a wide variety of applications. This has been
verified by benchmarking the functional on nearly 5000 data points against over 200 alternative functionals available
in Q-CHEM. ¢!

5.6.3 User-Defined RSH Functionals

As pointed out in Ref. 73 and elsewhere, the description of charge-transfer excited states within density functional
theory (or more precisely, time-dependent DFT, which is discussed in Section 7.3) requires full (100%) non-local HF
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exchange, at least in the limit of large donor—acceptor distance. Hybrid functionals such as B3LYP?*?33 and PBEO®
that are well-established and in widespread use, however, employ only 20% and 25% HF exchange, respectively. While
these functionals provide excellent results for many ground-state properties, they cannot correctly describe the distance
dependence of charge-transfer excitation energies, which are enormously underestimated by most common density
functionals. This is a serious problem in any case, but it is a catastrophic problem in large molecules and in non-
covalent clusters, where TDDFT often predicts a near-continuum of spurious, low-lying charge transfer states. '*’:!3
The problems with TDDFT’s description of charge transfer are not limited to large donor—acceptor distances, but have
been observed at ~2 A separation, in systems as small as uracil-(H,0),. '’ Rydberg excitation energies also tend to

be substantially underestimated by standard TDDFT.

One possible avenue by which to correct such problems is to parameterize functionals that contain 100% HF ex-
change, though few such functionals exist to date. An alternative option is to attempt to preserve the form of common
GGAs and hybrid functionals at short range (i.e., keep the 25% HF exchange in PBEQ) while incorporating 100%
HF exchange at long range, which provides a rigorously correct description of the long-range distance dependence
of charge-transfer excitation energies, but aims to avoid contaminating short-range exchange-correlation effects with
additional HF exchange. The separation is accomplished using the range-separation ansatz that was introduced in Sec-
tion 5.3. In particular, functionals that use 100% HF exchange at long range (¢, ;g = 1 in Eq. (5.13)) are known as
“long-range-corrected” (LRC) functionals. An LRC version of PBEQ would, for example, have ¢, gp = 0.25.

To fully specify an LRC functional, one must choose a value for the range separation parameter w in Eq. (5.12). In
the limit w — 0, the LRC functional in Eq. (5.13) reduces to a non-RSH functional where there is no “SR” or “LR”,
because all exchange and correlation energies are evaluated using the full Coulomb operator, rﬁl. Meanwhile the
w — oo limit corresponds to a new functional, ERSY = E 4 EMF. Full HF exchange is inappropriate for use with
most contemporary GGA correlation functionals, so the latter limit is expected to perform quite poorly. Values of

w > 1.0 bohr~! are likely not worth considering, according to benchmark tests. '**->1¢

Evaluation of the short- and long-range HF exchange energies is straightforward, '’ so the crux of any RSH functional
is the form of the short-range GGA exchange functional, and several such functionals are available in Q-CHEM. These
include short-range variants of the B88 and PBE exchange described by Hirao and co-workers, '%>%0 called ;:B8S
and yPBE in Q-CHEM,”" and an alternative formulation of short-range PBE exchange proposed by Scuseria and co-
workers,”® which is known as wPBE. These functionals are available in Q-CHEM thanks to the efforts of the Herbert
group.”'%?!” By way of notation, the terms “uPBE”, “wPBE”, etc., refer only to the short-range exchange functional,
Ea?gl{ in Eq. (5.13). These functionals could be used in “screened exchange” mode, as described in Section 5.3, as for
example in the HSEO3 functional, ' therefore the designation “LRC-wPBE”, for example, should only be used when

the short-range exchange functional wPBE is combined with 100% Hartree-Fock exchange in the long range.

In general, LRC-DFT functionals have been shown to remove the near-continuum of spurious charge-transfer excited
states that appear in large-scale TDDFT calculations. '*° However, certain results depend sensitively upon the value

of the range-separation parameter w, 3813916217248

especially in TDDFT calculations (Section 7.3) and therefore the
results of LRC-DFT calculations must therefore be interpreted with caution, and probably for a range of w values. This
can be accomplished by requesting a functional that contains some short-range GGA exchange functional (wPBE or
uPBE, in the examples mentioned above), in combination with setting the $rem variable LRC_DFT = TRUE, which
requests the addition of 100% Hartree-Fock exchange in the long-range. Basic job-control variables and an example
can be found below. The value of the range-separation parameter is then controlled by the variable OMEGA, as shown

in the examples below.
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LRC_DFT

Controls the application of long-range-corrected DFT
TYPE:

LOGICAL
DEFAULT:

FALSE

OPTIONS:
FALSE (or 0) Do not apply long-range correction.

TRUE (or 1)  Add 100% long-range Hartree-Fock exchange to the requested functional.
RECOMMENDATION:

The $rem variable OMEGA must also be specified, in order to set the range-separation parameter.

OMEGA
Sets the range-separation parameter, w, also known as p, in functionals based on Hirao’s RSH

scheme.
TYPE:

INTEGER
DEFAULT:

No default
OPTIONS:

n  Corresponding to w = n/1000, in units of bohr—?
RECOMMENDATION:

None

COMBINE_K

Controls separate or combined builds for short-range and long-range K
TYPE:

LOGICAL
DEFAULT:

FALSE

OPTIONS:
FALSE (or 0)  Build short-range and long-range K separately (twice as expensive as a global hybrid)

TRUE (or 1)  Build short-range and long-range K together (= as expensive as a global hybrid)
RECOMMENDATION:
Most pre-defined range-separated hybrid functionals in Q-CHEM use this feature by default.

However, if a user-specified RSH is desired, it is necessary to manually turn this feature on.

HFK_SR_COEF

Sets the coefficient for short-range HF exchange
TYPE:

INTEGER
DEFAULT:

0
OPTIONS:

n  Corresponding to /100000000
RECOMMENDATION:

None
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HFK_LR_COEF

Sets the coefficient for long-range HF exchange

TYPE:
INTEGER

DEFAULT:
100000000

OPTIONS:

n  Corresponding to /100000000

RECOMMENDATION:
None

Example 5.6 Application of LRC-yBOP to (H20), .

Scomment

The value of omega is 0.47 by default but can

be overwritten by specifying OMEGA.

Send
Smolecule
-1 2
O 1.347338 -0.
H 1.824285 0.
H 1.805176 -0
O -1.523051 -0
H -0.544777 -0.
H -1.682218 0.
Send
Srem
EXCHANGE LRC-BOP
BASIS 6-311(1+,2+)G
XC_GRID 2
LRC_DFT TRUE
OMEGA 300 I =
Send

017773
813088

.695567
.002159

024370
174228

*

.071860
.117645
.461913
.090765
.165445
.849364

0.300 bohrx**(-1)

Rohrdanz et al.*'” published a thorough benchmark study of both ground- and excited-state properties using the LRC-

wPBENh functional, in which the “h” indicates a short-range hybrid (i.e., the presence of some short-range HF exchange).

Empirically-optimized parameters of ¢, s = 0.2 (see Eq. (5.13)) and w = 0.2 bohr~! were obtained,”’ and these

parameters are taken as the defaults for LRC-wPBEh. Caution is warranted, however, especially in TDDFT calculations

for large systems, as excitation energies for states that exhibit charge-transfer character can be rather sensitive to the

precise value of w.'3%?!7 In such cases (and maybe in general), the “tuning” procedure described in Section 5.6.4 is
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recommended.

Example 5.7 Application of LRC-wPBEh to the CoH4—CoFy dimer at 5 A separation.

Scomment
This example uses the "optimal" parameter set discussed above.
It can also be run by setting METHOD = LRC-wPBEh.

Send

Smolecule
01
C 0.670604 0.000000 0.000000
C -0.670604 0.000000 0.000000
H 1.249222 0.929447 0.000000
H 1.249222 -0.929447 0.000000
H -1.249222 0.929447 0.000000
H -1.249222 -0.929447 0.000000
C 0.669726 0.000000 5.000000
C -0.669726 0.000000 5.000000
F 1.401152 1.122634 5.000000
F 1.401152 -1.122634 5.000000
F -1.401152 -1.122634 5.000000
F -1.401152 1.122634 5.000000

Send

Srem
EXCHANGE GEN
BASIS 6-31+G*
LRC_DFT TRUE
OMEGA 200 ' = 0.2 a.u.

CIS_N_ROOTS 4
CIS_TRIPLETS FALSE
Send

Sxc_functional
C PBE 1.00
X wPBE 0.80
X HF 0.20
Send

By adding 100% Hartree-Fock exchange to the asymptotic Coulomb operator, LRC functionals guarantee that an
electron and hole experience an asymptotic interaction potential 1/r. This is correct for a molecule in the gas phase,
but to simulate a material one might desire an asymptotic behavior of 1/(er), where ¢ is the (static) dielectric constant
of the material. In conjunction with “optimal tuning” of the range-separation parameter, as described in Section 5.6.4,

132 and are

such functionals have been shown to afford accurate fundamental gaps for organic photovoltaic materials,
naturally combined with polarizable continuum models (Section 11.2.3) that employ the same dielectric constant.*
These have come to be called screened RSH (sRSH) functionals.'*> An XC function of this type can be expressed

generically as'!
By = ¢ spEysr + e EYr + (€7 = sp) Bk + (1 — e T ED R + B (5.17)

which should be compared to Eq. (5.13) that provides the generic form for an RSH functional. Although the RSH
formalism allows for an arbitrary coefficient ¢, | for the long-range Hartree-Fock exchange term, as in Eq. (5.13), this
implies that the asymptotic electron—hole interaction has the form c, y g /7 rather than 1/r. 7> As such, LRC functionals
are a particular class of RSH functionals where ¢, ;z = 1, ensuring proper asymptotic behavior in vacuum. Along
the same lines, SRSH functionals set ¢, | = £~ ! to ensure proper asymptotic behavior in a dielectric material. Using

Eq. (5.17), users may construct SRSH functionals by means of a $xc_functional input section.
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5.6.4 Tuned RSH Functionals

Whereas the range-separation parameters for the functionals described in Section 5.6.2 are wholly empirical in nature
and should not be adjusted, for the functionals described in Section 5.6.3 some adjustment was suggested, especially
for TDDFT calculations and for any properties that require interpretation of orbital energies, such as HOMO/LUMO
gaps. This adjustment can be performed in a non-empirical (albeit system-specific) way, '° by “tuning” the value of w

in order to satisfy the Koopmans-like ionization energy criterion

— egono (W) = IE(w) (5.18)

where IE = E(N) — E(N — 1) is the ASCF value of the ionization energy for the N-electron system of interest.
The condition €5y = —IE is a theorem in exact DFT, '® but this condition is often badly violated by approximate
functionals. When an RSH functional is used, both sides of Eq. (5.18) are w-dependent and this parameter is adjusted
until the condition in Eq. (5.18) is met, which requires a sequence of SCF calculations on both the neutral and ionized
species, using different values of w. The value that is obtained has come to be called the “optimally tuned” value of
w. Formally speaking, there is no guarantee that an approximate density functional can be made to satisfy Eq. (5.18)
for any given molecule, thus the optimally-tuned value need not exist. In practice it is usually possible to find such
a value, although it should be noted that the optimally-tuned value of w depends on system size, and as a result this

tuning procedure formally violates size-consistency. !

A few variations on the simple “IE tuning” criterion in Eq. (5.18) are possible. For proper description of charge-transfer
states, Baer and co-workers '® suggest finding the value of w that (to the extent possible) satisfies Eq. (5.18) for both
the neutral donor molecule and (separately) for the anion of the acceptor species. Along similar lines, in an effort to
set both the HOMO and LUMO energy levels such that the fundamental gap (IE — EA) is equal to the HOMO/LUMO
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gap, Kronik et a suggest minimizing the function

J(@) = [eromo @) +IEW)]” + [epumo (@) + EA(w)]” (5.19)

with respect to w, where EA = E(N + 1) — E(N). Minimization of J(w) represents an attempt to satisfy the IE
theorem of Eq. (5.18) for both the N-electron molecule and its (N + 1)-electron anion, assuming that the latter is
bound. Published benchmarks suggest that these system-specific approaches afford the most accurate values of IEs and

TDDFT excitation energies. '!33:154223

A script that optimizes w, called Opt OmegaIPEA.pl, islocated in the $QC/bin/tools directory. The script scans
w over the range 0.1-0.8 bohr~!, corresponding to values of the $rem variable OMEGA in the range 100-800. See the
script for the instructions how to modify the script to scan over a wider range. To execute the script, the user must
create three inputs for an RSH single-point energy calculation, using the same geometry and basis set: one for a neutral
molecule (N. in), one for its anion (M. in), and one for the molecule’s cation (P . in). The user should then run the
command

OptOmegalIPEA.pl >& optomega

This command both generates the input files (N_*, P_+, M_ «) and also runs Q-CHEM on these input files, writing the
optimization output into opt omega. This script applies the IE condition to both the neutral molecule and its anion,
minimizing J(w) in Eq. (5.19). A similar script, Opt OmegaIP .pl, uses Eq. (5.18) for the neutral molecule only.

Note:
1. If the system does not have positive EA, then the tuning should be done according to the IP condition

only. The IP/EA script will yield an incorrect value of w in such cases.

2. In order for the scripts to work, one must specify SCF_FINAL_PRINT = 1 in the inputs. The scripts look
for specific regular expressions and will not work correctly without this keyword.
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Although the tuning procedure was originally developed by Baer and co-workers using the BNL functional, '®!5*%23 jt

can equally well be applied to any RSH functional, as for example LRC-wPBE (see, Ref. 248). The aforementioned
scripts will work with these other RSH functionals as well.

Unfortunately, optimally-tuned values of “w;;”, obtained using the criterion in Eq. (5.18) exhibit a troubling dependence
on system size, °%77:130:176.248.252 Jeading to a loss of size-extensivity.''® For example, the optimally-tuned value for the

cluster anion (H20); is very different than the one tuned for (Hy0)7,,>** and the optimally-tuned value also varies

with conjugation length for -conjugated systems. '3

167

An alternative to the IE-based criterion in Eq. (5.18) is the global

density-dependent (GDD) tuning procedure, '°’ in which the optimal value

wapp = C(d?)~1/2 (5.20)

is related to the average of the distance d, between an electron in the outer regions of a molecule and the exchange
hole in the region of localized valence orbitals. The quantity C' is an empirical parameter for a given LRC functional,
which was determined for LRC-wPBE (C' = 0.90) and LRC-wPBEh (C = 0.75) using the def2-TZVPP basis set.'®’
(A slightly different value, C' = 0.885, was determined for Q-CHEM’s implementation of LRC-wPBE. '*) Since LRC-
wPBE(wgpp) provides a better description of polarizabilities in polyacetylene as compared to wy,”” it is anticipated
that using wgpp in place of wy may afford more accurate molecular properties, especially in conjugated systems.
GDD tuning of an RSH functional is involving by setting the $rem variable OMEGA_GDD = TRUE. The electron
density is obviously needed to compute wypp in Eq. (5.20) and this is accomplished using the converged SCF density
computed using the RSH functional with the value of w given by the $rem variable OMEGA. The value of wqpp

therefore depends, in principle, upon the value of OMEGA, although in practice it is not very sensitive to this value.

OMEGA_GDD

Controls the application of wgpp tuning for long-range-corrected DFT
TYPE:

LOGICAL
DEFAULT:

FALSE

OPTIONS:
FALSE (or 0) Do not apply wqpp tuning.

TRUE (or 1)  Use wgpp tuning.
RECOMMENDATION:
The $rem variable OMEGA must also be specified, in order to set the initial range-separation

parameter.

OMEGA_GDD_SCALING
Sets the empirical constant C' in wgpp, tuning procedure.
TYPE:
INTEGER
DEFAULT:
885
OPTIONS:
n  Corresponding to C' = n/1000.

RECOMMENDATION:
The quantity n = 885 was determined by Lao and Herbert in Ref. 140 using LRC-wPBE and def2-

TZVPP augmented with diffuse functions on non-hydrogen atoms that are taken from Dunning’s

aug-cc-pVTZ basis set.
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Example 5.8 Sample input illustrating a calculation to determine the w value for LRC-wPBE based on the wqpp

tuning procedure.

Scomment

The initial omega

Send

Smolecule
01

0 -0.042500
H 0.749000
H -0.825800

Send

Srem
EXCHANGE
BASIS
LRC_DFT
OMEGA
OMEGA_GDD

Send

Sxc_functional

X wPBE
C PBE
d

value has to set.

.091700 0.110000
.556800 0.438700
.574700 0.432500

gen
aug-cc-pvdz
true

300

true

However the tuning is accomplished, these tuned functionals are generally thought to work by reducing self-interaction

error in approximate DFT. A convenient way to quantify—or at least depict—this error is by plotting the DFT energy

as a function of the (fractional) number of electrons, IV, because E(N) should in principle consist of a sequence of

line segments with abrupt changes in slope (the so-called derivative discontinuity®"'*”) at integer values of N, but in

practice these E(N) plots bow away from straight-line segments.®' Examination of such plots has been suggested as a

means to adjust the fraction of short-range exchange in an RSH functional, !> while the w parameter is set by tuning.

FRACTIONAL_ELECTRON
Add or subtract a fraction of an electron.

TYPE:

INTEGER

DEFAULT:
0
OPTIONS:

0  Use an integer number of electrons.
n  Add n/1000 electrons to the system.

RECOMMENDATION:
Use only if trying to generate E(N) plots. If n < 0, a fraction of an electron is removed from

the system.
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Example 5.9 Example of a DFT job with a fractional number of electrons. Here, we make the —1.z anion of fluoride
by subtracting a fraction of an electron from the HOMO of F2~.

$Scomment
Subtracting a whole electron recovers the energy of F-.
Adding electrons to the LUMO is possible as well.

Send

Smolecule
-2 2
F

Send

Srem
EXCHANGE b3lyp
BASIS 6-31+Gx*
FRACTIONAL_ELECTRON -500 ! divide by 1000 to get the fraction, -0.5 here.
GEN_SCFMAN FALSE ! not yet available in new scf code
Send

5.7 DFT Methods for van der Waals Interactions

5.7.1 Introduction

This section describes five different procedures for obtaining a better description of dispersion (van der Waals) interac-
tions in DFT calculations: non-local correlation functionals (Section 5.7.2), empirical atom—atom dispersion potentials
(“DFT-D”, Section 5.7.3), the Becke-Johnson exchange-dipole model (XDM, Section 5.7.4), the Tkatchenko-Scheffler
van der Waals method (TS-vdW, Section 5.7.5), and finally the many-body dispersion method (MBD, Section 5.7.6).

5.7.2 Non-Local Correlation (NLC) Functionals

From the standpoint of the electron density, the vdW interaction is a non-local one: even for two non-overlapping,
spherically-symmetric charge densities (two argon atoms, say), the presence of molecule B in the non-covalent A- - - B
complex induces ripples in the tail of A’s charge distribution, which are the hallmarks of non-covalent interactions. ®
(This is the fundamental idea behind the non-covalent interaction plots described in Section 10.5.6; the vdW interaction
manifests as large density gradients in regions of space where the density itself is small.) Semi-local GGAs that depend
only on the density and its gradient cannot describe this long-range, correlation-induced interaction, and meta-GGAs at
best describe it at middle-range via the Laplacian of the density and/or the kinetic energy density. A proper description
of long-range electron correlation requires a non-local functional, i.e., an exchange-correlation potential having the
form

vPl(r) = /f(r,r’)dr’. (5.21)

In this way, a perturbation at a point r’ (due to B, say) then induces an exchange-correlation potential at a (possibly
far-removed) point r (on A).

Q-CHEM includes four such functionals that can describe dispersion interactions:

69,70

* vdW-DF-04, developed by Langreth, Lundqvist, and coworkers, implemented as described in Ref. 263.

» vdW-DF-10 (also known as vdW-DF2), which is a re-parameterization of vdW-DF-04. !4
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* VV09, developed*® and implemented”®! by Vydrov and Van Voorhis.

* VV10 by Vydrov and Van Voorhis.?%

222

* rVV10 by Sabatini and coworkers.

Each of these functionals is implemented in a self-consistent manner, and analytic gradients with respect to nuclear
displacements are available.?®'>%% The non-local correlation is governed by the $rem variable NL_CORRELATION,
which can be set to one of the four values: vdW-DF-04, vdW-DF-10, VV09, or VV10. The vdW-DF-04, vdW-DF-10, and
VV09 functionals are used in combination with LSDA correlation, which must be specified explicitly. For instance,
vdW-DF-10 is invoked by the following keyword combination:

Srem
CORRELATION PWO2
NL_CORRELATION vdW-DF-10
Send

VV10 is used in combination with PBE correlation, which must be added explicitly. In addition, the values of two
parameters, C and b (see Ref. 263), must be specified for VV10. These parameters are controlled by the $rem variables
NL_VV_C and NL_VV_B, respectively. For instance, to invoke VV10 with C' = 0.0093 and b = 5.9, the following

input is used:

Srem
CORRELATION PBE
NL_CORRELATION VVv10
NL_VV_C 93
NL_VV_B 590
Send

The variable NL_VV_C may also be specified for VV09, where it has the same meaning. By default, C' = 0.0089 is
used in VV09 (i.e. NL_VV_C is set to 89). However, in VV10 neither C nor b are assigned a default value and must
always be provided in the input.

Unlike local (LSDA) and semi-local (GGA and meta-GGA) functionals, for non-local functionals evaluation of the
correlation energy requires a double integral over the spatial variables, as compared to the single integral [Eq. (5.8)]

required for semi-local functionals:
B = /v?l(r) dr = /f(r,r’) p(r) dr dr'. (5.22)

In practice, this double integration is performed numerically on a quadrature grid.?°'=23 By default, the SG-1 quadra-
ture (described in Section 5.5.3 below) is used to evaluate E®!, but a different grid can be requested via the $rem
variable NL_GRID. The non-local energy is rather insensitive to the fineness of the grid such that SG-1 or even SG-0
grids can be used in most cases, but a finer grid may be required to integrate other components of the functional. This
is controlled by the XC_GRID variable discussed in Section 5.5.3.

The two functionals originally developed by Vydrov and Van Voorhis can be requested by specifying METHOD =
VV10 or METHOD LC-VV10. In addition, the combinatorially-optimized functionals of Mardirossian and Head-Gordon
(wB97X-V, B97TM-V, and wB97M-V) make use of non-local correlation and can be invoked by setting METHOD to
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wB97X-V, B97M-V, or wB97M-V. Now, the VV 10 codes have been rewrited and the feature of NMR chemical shielding

and analytical second derivative are added. If you want to use the old codes, please set USE_LIBNLQ to false.

Example 5.10 Geometry optimization of the methane dimer using VV10 with rPW86 exchange.

.859161
.494685
.494685
.4948¢68
.948284
.859161
.948284
.494685
.494685
.4948¢68

aug-cc-pVTZ

Smolecule
01
C 0.000000 -0.000140
H -0.888551 0.513060
H 0.888551 0.513060
H 0.000000 -1.026339
H 0.000000 0.000089
C 0.000000 0.000140
H 0.000000 -0.000089
H -0.888551 -0.513060
H 0.888551 -0.513060
H 0.000000 1.026339
Send
Srem
JOBTYPE opt
BASIS
EXCHANGE rPW86
CORRELATION PBE
XC_GRID 2
NL_CORRELATION vv10
NL_GRID 1
NL_VV_C 93
NL_VV_B 590
Send

In the above example, the SG-2 grid is used to evaluate the rPPW86 exchange and PBE correlation, but a coarser SG-1

grid is used for the non-local part of VV10. Furthermore, the above example is identical to specifying METHOD = VV10.

NL_CORRELATION

Specifies a non-local correlation functional that includes non-empirical dispersion.

TYPE:
STRING
DEFAULT:

None No non-local correlation.

OPTIONS:
None

vdW-DF-04
vdW-DF-10
VV09
VV10

Do not forget to add the LSDA correlation (PW92 is recommended) when using vdW-DF-04,
vdW-DF-10, or VV09. VV10 should be used with PBE correlation. Choose exchange function-
als carefully: HF, rPW86, revPBE, and some of the LRC exchange functionals are among the

No non-local correlation

the non-local part of vdW-DF-04
the non-local part of vdW-DF-10 (also known as vdW-DF2)

the non-local part of VV09

the non-local part of VV10
RECOMMENDATION:

recommended choices.
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NL_VV_C
Sets the parameter C' in VV09 and VV10. This parameter is fitted to asymptotic van der Waals

Cs coefficients.

TYPE:
INTEGER
DEFAULT:
89 for VV09
No default for VV10
OPTIONS:
n  Corresponding to C' = n/10000
RECOMMENDATION:

C = 0.0093 is recommended when a semi-local exchange functional is used. C' = 0.0089 is
recommended when a long-range corrected (LRC) hybrid functional is used. For further details
see Ref. 262.

NL_VV_B
Sets the parameter b in VV10. This parameter controls the short range behavior of the non-local

correlation energy.
TYPE:

INTEGER
DEFAULT:
No default
OPTIONS:
n  Corresponding to b = n/100

RECOMMENDATION:
The optimal value depends strongly on the exchange functional used. b = 5.9 is recommended

for rPW86. For further details see Ref. 262.

USE_RVV10

Used to turn on the r'VV10 NLC functional
TYPE:

LOGICAL
DEFAULT:

FALSE

OPTIONS:
FALSE Use VV10 NLC (the default for NL_CORRELATION)

TRUE UserVV10NLC
RECOMMENDATION:

Set to TRUE if the rVV10 NLC is desired.
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USE_LIBNLQ

Turn on the use of LIBNLQ for calculating nonlocal correlation funcitonal.
TYPE:

LOGICAL

DEFAULT:
True For VV10.

FALSE For all other nonlocal funcitonals.
OPTIONS:
False

True
RECOMMENDATION:

Use the default

5.7.3 Empirical Dispersion Corrections: DFT-D

A major development in DFT during the mid-2000s was the recognition that, first of all, semi-local density functionals
do not properly capture dispersion (van der Waals) interactions, a problem that has been addressed only much more
recently by the non-local correlation functionals discussed in Section 5.7.2; and second, that a cheap and simple solution
to this problem is to incorporate empirical potentials of the form —Cg/R®, where the Cg coefficients are pairwise
atomic parameters. This approach, which is an alternative to the use of a non-local correlation functional, is known as
dispersion-corrected DFT (DFT-D). %93

There are currently three unique DFT-D methods in Q-CHEM. These are requested via the $rem variable DFT_D and
are discussed below.
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DFT_D

Controls the empirical dispersion correction to be added to a DFT calculation.
TYPE:

LOGICAL
DEFAULT:

None

OPTIONS:
FALSE (or 0) Do not apply the DFT-D2, DFT-CHG, or DFT-D3 scheme

EMPIRICAL_GRIMME DFT-D2 dispersion correction from Grimme 88

EMPIRICAL_CHG DFT-CHG dispersion correction from Chai and Head-Gordon >*

EMPIRICAL_GRIMME3 DFT-D3(0) dispersion correction from Grimme (deprecated as
of Q-CHEM 5.0)

D3_ZERO DFT-D3(0) dispersion correction from Grimme et al.”°

D3_BJ DFT-D3(BJ) dispersion correction from Grimme et al.”"

D3_CSO DFT-D3(CSO) dispersion correction from Schroder et al. >**

D3_ZEROM DFT-D3M(0) dispersion correction from Smith et al.>*

D3_BIM DFT-D3M(BJ) dispersion correction from Smith et al. 229

D3_OP DFT-D3(op) dispersion correction from Witte et al. >’*

D3 Automatically select the “best” available D3 dispersion correction

D4 DFT-D4 dispersion correction from Caldeweyher et al. **~**
RECOMMENDATION:

Use D4 if the specified functional is avialable. Currently, only a subset of functionals in DFT-
D4 is supported. It includes B3LYP, B97, BILYP, PBEO, PW6B95, MO6L, M06, WB97,
WB97X, CAMB3LYP, PBE02, PBEODH, MPW 1K, MPWBI1K, B1B95, BIPW91, B2GPPLYP,
B2PLYP, B3P86, B3PW91, O3LYP, REVPBE, REVPBEO, REVTPSS, REVTPSSH, SCAN,
TPSSO0, TPSSH, X3LYP, TPSS, BP86, BLYP, BPBE, MPW1PW91, MPWI1LYP, PBE, RPBE,
and PWO1.

The oldest of these approaches is DFT-D2,% in which the empirical dispersion potential has the aforementioned form,

namely, pairwise atomic —C'/ RS terms:

atoms atoms C A

6,AB

Epb=—56_ Y ( = ) fomo(Rap) - (5.23)
A B<A AB

This function is damped at short range, where R;‘% diverges, via

-1
f22 (Rap) = {1+e—d<RAB/Ro,AB—1>} (5.24)

which also helps to avoid double-counting of electron correlation effects, since short- to medium-range correlation is
included via the density functional. (The quantity Ry 45 is the sum of the van der Waals radii for atoms A and B,
and d is an additional parameter.) The primary parameters in Eq. (5.23) are atomic coefficients Cg 4, from which the
pairwise parameters in Eq. (5.23) are obtained as geometric means, as is common in classical force fields:

Ce A = (CG,ACG,B)1/2 (5.25)

The total energy in DFT-D2 is of course Epgrrp2 = Exsprr + Egizsp.

DFT-D2 is available in Q-CHEM including analytic gradients and frequencies, thanks to the efforts of David Sherrill’s
group. The D2 correction can be used with any density functional that is available in Q-CHEM, although its use with
the non-local correlation functionals discussed in Section 5.7.2 seems inconsistent and is not recommended. The global

parameter sg in Eq. (5.23) was optimized by Grimme for four different functionals,®® and Q-CHEM uses these as the
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default values: sg = 0.75 for PBE, s = 1.2 for BLYP, sq = 1.05 for BP86, and sg = 1.05 for B3LYP. For all other
functionals, s¢ = 1 by default. The D2 parameters, including the Cs_4 coefficients and the atomic van der Waals radii,

can be modified using a $empirical_dispersion input section. For example:

Sempirical_dispersion
S6 1.1
D 10.0
C6 Ar 4.60 Ne 0.60
VDW_RADII Ar 1.60 Ne 1.20
Send

Values not specified explicitly default to the values optimized by Grimme.

Note:
1. DFT-D2 is only defined for elements up to Xe.

2. B97-D is an exchange-correlation functional that automatically employs the DFT-D2 dispersion correc-
tion when used via METHOD = B97-D.

An alternative to Grimme’s DFT-D2 is the empirical dispersion correction of Chai and Head-Gordon,>* which uses the

same form as Eq. (5.23) but with a slightly different damping function:
1271
fam(Rap) = [1+ a(Rap/Roap)” "% (5.26)

This version is activated by setting DFT_D = EMPIRICAL_CHG, and the damping parameter a is controlled by the
keyword DFT_D_A.

DFT_D_A
Controls the strength of dispersion corrections in the Chai-Head-Gordon DFT-D scheme,

Eq. (5.26).
TYPE:
INTEGER
DEFAULT:
600
OPTIONS:
n  Corresponding to a = n/100.
RECOMMENDATION:
Use the default.

Note:
1. DFT-CHG is only defined for elements up to Xe.

2. The wB97X-D and wMO05-D functionals automatically employ the DFT-CHG dispersion correction when
used via METHOD = wB97X-D or wM05-D.

Grimme’s DFT-D3 method*° constitutes an improvement on his D2 approach, and is also available along with analytic
first and second derivatives, for any density functional that is available in Q-CHEM. The D3 correction includes a

potential akin to that in D2 but including atomic Cyg terms as well:

atoms atoms
C C
ED3,2—body = - Z Z |:36 <W> fdamp,G(RAB) + S8 ( 87AB> fdamp,g(RAB):| . (527)

6 3
A B<A Rap Rap
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The total D3 dispersion correction consists of this plus a three-body term of the Axilrod-Teller-Muto (ATM) triple-
dipole variety, so that the total D3 energy is Eprr.p3 = Exs-prr + ED32-body + FATM,3-body

Several versions of DFT-D3 are available as of Q-CHEM 5.0, which differ in the choice of the two damping functions.
Grimme’s formulation,”’ which is now known as the “zero-damping” version [DFT-D3(0)], uses damping functions of

—Bn] "~
Rap )
1+6| ———
<5r,nRO,AB

forn = 6 or 8, 3 = 14, and Bz = 16.°%!%" The parameters Ro, ap come from atomic van der Waals radii, s, ¢ is

the form

fom (Rap) = (5.28)

a functional-dependent parameter, and s, g = 1. Typically s is set to unity and sg is optimized for the functional in

question.

The more recent Becke—Johnson-damping version of DFT-D3,°! DFT-D3(BJ), is designed to be finite (but non-zero)
as Rap — 0. The damping functions used in DFT-D3(BJ) are

n
D3(BJ) AB
J— n (5'29)
fdamp, (Rap) = R% 5+ (ayRo aB + ay)

where o and a, are adjustable parameters fit for each density functional. As in DFT-D3(0), s¢ is generally fixed to
unity and sg is optimized for each functional. DFT-D3(BJ) generally outperforms the original DFT-D3(0) version. !

The Cs-only (CSO) approach of Schrider et al. >** discards the Cy term in Eq. (5.27) and uses a damping function with

one parameter, o :

CS 1o
D3(CSO) AB 1
=—A4B s+ . ) 5.30
Jaumps” (Rar) RS 5 + (2.5A)¢ ( 6 1 +exp[Rap — (2.5A)RO,AB]) (5:30)

The DFT-D3(BJ) approach was re-parameterized by Smith er al.”*’ to yield the “modified” DFT-D3(BJ) approach,
DFT-D3M(BJ), whose parameterization relied heavily on non-equilibrium geometries. The same authors also intro-
duces a modification DFT-D3M(0) of the original zero-damping correction, which introduces one additional parameter
(a1) as compared to DFT-D3(0):

D3M(0) _
fdamp n ( ) -

R 8,771
L6 ( AB_ OllRO,AB) 1 . (5.31)
Sr,nfl0,AB

Finally, optimized power approach of Witte et al.>’* treats the exponent, 3, as an optimizable parameter, given by
ﬂ’!l
RyB

R%B + (o Roap + ay)Pn

fom? (Rap) = (5.32)
Note that Ss = 8¢ + 2.

To summarize this bewildering array of D3 damping functions:

* DFT-D3(0) is requested by setting DFT_D = D3_ZERO. The model depends on four scaling parameters (s¢, Sr6,
sg, and s,.g), as defined in Eq. (5.28).

* DFT-D3(BJ) is requested by setting DFT_D = D3_BJ. The model depends on four scaling parameters (sg, s, o,
and «,), as defined in Eq. (5.29).

* DFT-D3(CSO) is requested by setting DFT_D = D3_CSO. The model depends on two scaling parameters (s¢ and
o), as defined in Eq. (5.30).

* DFT-D3M(0) is requested by setting DFT_D = D3_ZEROM. The model depends on five scaling parameters (sg,
88, 5.6, Sr,8, and ), as defined in Eq. (5.31).
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* DFT-D3M(B)) is requested by setting DFT_D = D3_BJM. The model depends on four scaling parameters (sg,
58, 01, and ), as defined in Eq. (5.29).

* DFT-D3(op) is requested by setting DFT_D = D3_OP. The model depends on four scaling parameters (sg, Sg, 1,
vy, and Jg), as defined in Eq. (5.29).

The scaling parameters in these damping functions can be modified using the $rem variables described below. Alterna-
tively, one may simply set DFT_D = D3, and a D3 dispersion correction will be selected automatically, if one is available
for the selected functional.

Note:
1. DFT-D3(0) is defined for elements up to Pu (Z = 94).

2. The B97-D3(0), wB97X-D3, wM06-D3 functionals automatically employ the DFT-D3(0) dispersion cor-
rection when invoked by setting METHOD equal to B97-D3, wB97X-D3, or wM06-D3.

3. The old way of invoking DFT-D3, namely through the use of EMPIRICAL_GRIMMES3, is still supported,
though its use is discouraged since D3_ZERO accomplishes the same thing but with additional precision
for the relevant parameters.

4. When DFT_D = D3, parameters may not be overwritten, with the exception of DFT_D3_3BODY; this
is intended as a user-friendly option. This is also the case when EMPIRICAL_GRIMMES3 is employed
for a functional parameterized in Q-CHEM. When any of D3_ZERO, D3_BJ, etc. are chosen, Q-CHEM
will automatically populate the parameters with their default values, if they available for the desired
functional, but these defaults can still be overwritten by the user.

DFT_D3_S6
The linear parameter sg in eq. (5.27). Used in all forms of DFT-D3.
TYPE:
INTEGER
DEFAULT:
100000
OPTIONS:
n  Corresponding to sg = n/100000.
RECOMMENDATION:
NONE

DFT_D3_RS6
The nonlinear parameter s, in Eqs. (5.28) and Eq. (5.31). Used in DFT-D3(0) and DFT-

D3M(0).
TYPE:

INTEGER
DEFAULT:

100000
OPTIONS:

n  Corresponding to s, ¢ = n/100000.
RECOMMENDATION:

NONE
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DFT_D3_S8
The linear parameter sg in Eq. (5.27). Used in DFT-D3(0), DFT-D3(BJ), DFT-D3M(0), DFT-

D3M(BJ), and DFT-D3(op).
TYPE:

INTEGER
DEFAULT:

100000
OPTIONS:

n  Corresponding to sg = n,/100000.
RECOMMENDATION:

NONE

DFT_D3_RSS8
The nonlinear parameter s,.g in Eqs. (5.28) and Eq. (5.31). Used in DFT-D3(0) and DFT-

D3M(0).
TYPE:
INTEGER
DEFAULT:
100000
OPTIONS:
n  Corresponding to s, g = n/100000.
RECOMMENDATION:
NONE

DFT_D3_Al
The nonlinear parameter o; in Egs. (5.29), (5.30), (5.31), and (5.32). Used in DFT-D3(BJ),

DFT-D3(CSO), DFT-D3M(0), DFT-D3M(BJ), and DFT-D3(op).
TYPE:

INTEGER
DEFAULT:

100000
OPTIONS:

n  Corresponding to a;; = n/100000.
RECOMMENDATION:

NONE

DFT_D3_A2
The nonlinear parameter o, in Eqs. (5.29) and (5.32). Used in DFT-D3(BJ), DFT-D3M(BJ), and

DFT-D3(op).
TYPE:
INTEGER
DEFAULT:
100000
OPTIONS:
n  Corresponding to a, = 1n,/100000.
RECOMMENDATION:
NONE
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DFT_D3_POWER
The nonlinear parameter 3¢ in Eq. (5.32). Used in DFT-D3(op). Must be greater than or equal to

6 to avoid divergence.
TYPE:

INTEGER
DEFAULT:

600000
OPTIONS:

n  Corresponding to 8 = n,/100000.
RECOMMENDATION:

NONE

The three-body interaction term, E),% must be explicitly turned on, if desired.

DFT_D3_3BODY
Controls whether the three-body interaction in Grimme’s DFT-D3 method should be applied (see
Eq. (14) in Ref. 90).
TYPE:
LOGICAL
DEFAULT:
FALSE

OPTIONS:
FALSE (or 0) Do not apply the three-body interaction term

TRUE Apply the three-body interaction term
RECOMMENDATION:

NONE

More recently, Grimme published an extended D3 model, D4.%>* The main feature of D4 is that the coefficients
are generated through Casimir-Polder integration of the dynamic atomic polarizabilities «(iw) where electronic den-
sity information is employed via atomic partial charges. Benchmark results show that the proposed D4 model yields
significantly lower error bars. The DFT-D4 dispersion energy similar to D3 model is given by

atoms atoms C A C A
Epsovody =— Y [36 ( }gé B) fBydamp6(RaB) + 58 ( Isé B) By damp,S(RAB>:| : (5.33)
A B<A AB A

The Becke-Johnson damping is utilized as default. The coordination number dependent C4B coefficients are obtained
on-the-fly via Casimir-Polder integration

NA,ref NB,ref

3 [ ) A,ref . Bref
CeP = " > = dwat ™ (iw, 2) x Wi o (iw, 2B) W (5.34)
™
A,ref=1 B,ref=1 0

where )
ot (g, 24) = — [amHin (i) — Dt (i) x (M4 2He)] (4, 240 (535)
m

and

C(ZA, ZA,ref) — ba[1.47exp(zA/zA’ref)loglo(zA'ref/zA)] ) (5.36)
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a?mHn denotes the reference polarizailities which represents the molecular polarizability of symmetric hydride sys-

tems A, H,,. W:/’rgf/ Boref are weighting factors determining the contributions of all element specific reference systems
NAref/Boref . Ha describes the effective charge of hydrogen connectd to atom A in the reference system A,,, H,,. The

effective charge 2 is computed self-consistently via Mulliken charge ¢,

24 =74 4 ¢t (5.37)

The coefficients a and b are parametrized to match cationic static polarzizabilies and TD-DFT derived molecular dis-
persion coefficients, respectively.

DFT_D4_Sé6

The linear parameter s¢. Used in DFT-D4.
TYPE:

INTEGER
DEFAULT:

Optimized number for the specified functional
OPTIONS:

n  Corresponding to s¢ = n/100000000.
RECOMMENDATION:

NONE

DFT_D4_S8

The linear parameter ss. Used in DFT-D4.
TYPE:

INTEGER
DEFAULT:

Optimized number for the specified functional
OPTIONS:

n  Corresponding to sg = n/100000000.
RECOMMENDATION:

NONE

DFT_D4_S10

The linear parameter s;¢. Used in DFT-D4.
TYPE:

INTEGER
DEFAULT:

Optimized number for the specified functional
OPTIONS:

n  Corresponding to s19 = 1/100000000.
RECOMMENDATION:

NONE
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DFT_D4_Al

The nonlinear parameter «;. Used in DFT-D4.
TYPE:

INTEGER
DEFAULT:

Optimized number for the specified functional
OPTIONS:

n  Corresponding to a; = n,/100000000.
RECOMMENDATION:

NONE

DFT_D4_A2

The nonlinear parameter c,. Used in DFT-D4.
TYPE:

INTEGER
DEFAULT:

Optimized number for the specified functional
OPTIONS:

n  Corresponding to a, = 1n,/100000000.
RECOMMENDATION:

NONE

DFT_D4_S9

The linear parameter sg. Used in DFT-D4.
TYPE:

INTEGER
DEFAULT:

Optimized number for the specified functional
OPTIONS:

n  Corresponding to s9g = n/100000000.
RECOMMENDATION:

NONE

DFT_D4_WF

Weighting factor for Gaussian weighting.
TYPE:

INTEGER
DEFAULT:

600000000
OPTIONS:

n  Corresponding to wf = n,/100000000.
RECOMMENDATION:

Use default
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DFT_D4_GA
Charge scaling
TYPE:
INTEGER
DEFAULT:
300000000
OPTIONS:
n  Corresponding to ga = n/100000000.
RECOMMENDATION:
Use default

DFT_D4_GC
Charge scaling
TYPE:
INTEGER
DEFAULT:
200000000
OPTIONS:
n  Corresponding to gc = n/100000000.
RECOMMENDATION:
Use default
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Scomment

Geometry optimization,

basis set.
Send

Example 5.11 Applications of B3LYP-D3(0) with custom parameters to a methane dimer.

followed by single-point calculations using a larger

Smolecule
01
C 0.000000 -0.000323 1.755803
H -0.887097 0.510784 1.390695
H 0.887097 0.510784 1.390695
H 0.000000 -1.024959 1.393014
H 0.000000 0.001084 2.842908
C 0.000000 0.000323 -1.755803
H 0.000000 -0.001084 -2.842908
H -0.887097 -0.510784 -1.390695
H 0.887097 -0.510784 -1.390695
H 0.000000 1.024959 -1.393014
Send
Srem
JOBTYPE opt
EXCHANGE B3LYP
BASIS 6-31G~*
DFT_D D3_ZERO
DFT_D3_S6 100000
DFT_D3_RS6 126100
DFT_D3_S8 170300
DFT_D3_3BODY FALSE
Send
Q@@
Smolecule
read
Send
Srem
JOBTYPE sp
EXCHANGE B3LYP
BASIS 6-311++G**
DFT_D D3_ZERO
DFT_D3_5S6 100000
DFT_D3_RS6 126100
DFT_D3_S8 170300
DFT_D3_3BODY FALSE

Send

5.7.4 Exchange-Dipole Model (XDM)

Becke and Johnson have proposed an exchange dipole model (XDM) of dispersion.?”!'> The attractive dispersion
energy arises in this model via the interaction between the instantaneous dipole moment of the exchange hole in one
molecule, and the induced dipole moment in another. This is a conceptually simple yet powerful approach that has
been shown to yield very accurate dispersion coefficients without fitting parameters. This allows the calculation of
both intermolecular and intramolecular dispersion interactions within a single DFT framework. The implementation
and validation of this method in the Q-CHEM code is described in Ref. 129.
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The dipole moment of the exchange hole function A, (r,r’) is given at point r by
dy(r) = -r— /hg(r,r’) r' dr’, (5.38)

where o = «, 5. This depends on a model of the exchange hole, and the implementation in Q-CHEM uses the Becke-
Roussel (BR) model. >’ In most implementations the BR model, h,, is not available in analytic form and its value must
be numerically at each grid point. Q-CHEM developed for the first time an analytical expression for this function, '*
based on non-linear interpolation and spline techniques, which greatly improves efficiency as well as the numerical
stability.

Two different damping functions have been used with XDM. One of them relies only the intermolecular Cy coefficient,
and its implementation in Q-CHEM is denoted as “XDM6”. In this version the dispersion energy is

atoms atoms atoms atoms C
6,AB

Eygw = Z Z Eyaw,ap = — Z Z R%B Tk Conn/ESE (5.39)

A B<A A B<A

where £ is a universal parameter, and F} is the sum of the absolute values of the correlation energies of the free

atoms A and B. The dispersion coefficients Cg 4 p is computed according to

W {dR) aas + (dR) gy

where (d%) 4 is the square of the exchange-hole dipole moment of atom A, whose effective polarizability (in the

molecule) is o 4.

The XDM6 scheme can be further generalized to include higher-order dispersion coefficients, which leads to the
“XDM10” model in Q-CHEM:

atoms atoms
C C C
Boqw = — Z Z < 6,AB I 8,AB I 10,AB ) . (5.41)

6 3 8 8 10 10
= poa \INawap T ap  Rlawas + Rap  Beawap + Bap

The higher-order dispersion coefficients are computed using higher-order multipole moments of the exchange hole.''®

The quantity R4y 4p is the sum of the effective van der Waals radii of atoms Aand B,

Riaw ap = a1 Rgi ap + a2 (5.42)

(CS,AB)UQ n (CIO,AB>1/4 . (Clo,AB>1/2 (5.43)
Cs,aB Cs,aB Cs.aB ’ ’

XDM10 contains two universal parameters, a1 and a2, whose default values of 0.83 and 1.35, respectively, were fit to

with a critical distance

1
Rcrit,AB = §

reproduce intermolecular interaction energies. !> Becke later suggested several other XC functional combinations with

XDM, which employ different values of a; and a,. The user is advised to consult the recent literature for details.?®'!”

As in DFT-D, the van der Waals energy is added as a post-SCF correction. Analytic gradients and Hessians are available
for both XDM6 and XDM10. Additional job control and customization options are listed below.
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DFTVDW_JOBNUMBER

Basic vdW job control
TYPE:

INTEGER
DEFAULT:

0

OPTIONS:
0 Do not apply the XDM scheme.

1 Add vdW as energy/gradient correction to SCF.

2 Add vDW as a DFT functional and do full SCF (this option only works with XDM6).
RECOMMENDATION:

None

DFTVDW_METHOD

Choose the damping function used in XDM
TYPE:

INTEGER
DEFAULT:

1

OPTIONS:
1 Use Becke’s damping function including C term only.

2 Use Becke’s damping function with higher-order (Cs and C'y) terms.
RECOMMENDATION:

None

DFTVDW_MOLINATOMS
The number of atoms in the first monomer in dimer calculation
TYPE:
INTEGER
DEFAULT:
0
OPTIONS:
0—Natoms
RECOMMENDATION:

None

DFTVDW_KAI
Damping factor % for Cg-only damping function
TYPE:
INTEGER
DEFAULT:
800
OPTIONS:
10-1000
RECOMMENDATION:
None
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DFTVDW_ALPHA1
Parameter in XDM calculation with higher-order terms
TYPE:
INTEGER
DEFAULT:
83
OPTIONS:
10-1000
RECOMMENDATION:
None

DFTVDW_ALPHA2
Parameter in XDM calculation with higher-order terms.
TYPE:
INTEGER
DEFAULT:
155
OPTIONS:
10-1000
RECOMMENDATION:

None

DFTVDW_USE_ELE_DRV
Specify whether to add the gradient correction to the XDM energy. only valid with Becke’s Cg

damping function using the interpolated BR89 model.
TYPE:

LOGICAL
DEFAULT:
1

OPTIONS:
1  Use density correction when applicable.

0 Do not use this correction (for debugging purposes).
RECOMMENDATION:

None

DFTVDW_PRINT
Printing control for VDW code
TYPE:
INTEGER
DEFAULT:
1
OPTIONS:
0 No printing.
1 Minimum printing (default)
2 Debug printing
RECOMMENDATION:

None
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Example 5.12 Sample input illustrating a frequency calculation of a vdW complex consisted of He atom and N
molecule.

Smolecule
01
He 0.000000 0.00000 3.800000
N 0.000000 0.000000 0.546986
N 0.000000 0.000000 -0.546986

Send

Srem
JOBTYPE FREQ
IDERIV 2
EXCHANGE B3LYP
INCDFT 0
SCF_CONVERGENCE 8
BASIS 6-31G*
!vdw parameters settings
DFTVDW_JOBNUMBER 1
DEFTVDW_METHOD 1
DFTVDW_PRINT 0
DETVDW_KAT 800
DFTVDW_USE_ELE_DRV 0

Send

The original XDM implementation by Becke and Johnson used Hartree-Fock exchange but XDM can be used in
conjunction with GGA, meta-GGA, or hybrid functionals, or with a specific meta-GGA exchange and correlation (the
BR89 exchange and BR94 correlation functionals, for example). Encouraging results have been obtained using XDM
with B3LYP.'”” Becke has found more recently that this model can be efficiently combined with the P86 exchange
functional, with the hyper-GGA functional BO5. Using XDM together with PBE exchange plus LYP correlation, or
PBE exchange plus BR94 correlation, has been also found fruitful. See Refs. 117 and 175 for some recent choices in
this regard.

5.7.5 Tkatchenko-Scheffler van der Waals Model (TS-vdW)

Tkatchenko and Scheffler’*? have developed a pairwise method for van der Waals (vdW, i.e., dispersion) interactions,
based on a scaling approach that yields in situ atomic polarizabilities (), dispersion coefficients (Cg), and vdW radii
(Ryqw) that reflect the local electronic environment. These are based on scaling the free-atom values of these parameters
in order to account for how the volume of a given atom is modified by its molecular environment. The size of an atom in
a molecule is determined using the Hirshfeld partition of the electron density. (Hirshfeld or “stockholder” partitioning,
which also affords one measure of atomic charges in a molecule, is described in Section 10.2.2). In the resulting
“TS-vdW” approach, only a single empirical range-separation parameter (sp) is required, which depends upon the

underlying exchange-correlation functional.

Note: The parameter s is currently implemented only for the PBE, PBEO, BLYP, B3LYP, revPBE, MO6L, and M06
functionals.

The TS-vdW energy expression is based on a pairwise-additive model for the dispersion energy,

1 atoms A Cefi
6,AB

E\—/rdSW = _5 Z Z ( R6 ) fdamp(RAB) . (544)
A B#A AB

As in DFT-D the R~ potentials in Eq. (5.44) must be damped at short range, and the TS-vdW model uses the damping
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PBE PBEO BLYP B3LYP revPBE MO6L MO06
sp 094  0.96 0.62 0.84 0.60 126  1.16

Table 5.4: Optimized damping parameters [Eq. (5.44)] for the TS-vdW model, from Ref. 243.

function 1

1+ exp[_d(RAB/SRRifgW,AB —1)]

with d = 20 and an empirical parameter s that is optimized in a functional-specific way to reproduce intermolecular

faamp(RaB) = (5.45)

interaction energies.”** Optimized values for several different functionals are listed in Table 5.4.

The pairwise coefficients Ci,  in Eq. (5.44) are constructed from the corresponding atomic parameters Cg, via

QCeff Ceff
Cgff 6,AY6,B ’ (5.46)

VAB T 0eff ;_0.eff\ veff 0.eff /_0eff\ e
(O‘B fa; “) CﬁftA + (O‘A ! ap ) CfoB
as opposed to the simple geometric mean that is used for Cg_4 g parameters in the empirical DFT-D methods [Eq. (5.25)].

These are “effective” Cg coefficients in the sense that they account for the local electronic environment. As indicated

above, this is accomplished by scaling the corresponding free-atom values, i.e.,

Ceff, _ (e VA et ? 547
64=Cea\y (5.47)

where V4 o is the effective volume of atom A in the molecule, as determined using Hirshfeld partitioning. Effective
atomic polarizabilities and vdW radii are obtained analogously:

V,
a(j)éieff — Oé(iifree (Vj,feff > (5.48)
v 1/3
Ryfw.a = Rigwa (V:’fe“) - (5.49)
Jfree

All three of these atom-specific parameters are therefore functionals of the electron density.

As with DFT-D, the cost to evaluate the dispersion correction in Eq. (5.44) is essentially zero in comparison to the

cost of a DFT calculation. A recent review '°!

shows that the performance of the TS-vdW model is on par with that of
other pairwise dispersion corrections. For example, for intermolecular interaction energies in the S66 data set,”® the
TS-vdW correction added to PBE affords a mean absolute error of 0.4 kcal/mol and a maximum error of 1.5 kcal/mol,

whereas the corresponding errors for PBE alone are 2.2 kcal/mol (mean) and 7.2 kcal/mol (maximum).

During the implementation of the TS-vdW scheme in Q-CHEM, it was noted that evaluation of the free-atom volumes
affords substantially different results as compared to the implementations in the FHI-AIMS and QUANTUM ESPRESSO
codes, e.g., Vit free = 8.68 a.u. (Q-CHEM), 10.32 a.u. (FHI-AIMS), and 10.39 a.u. (QUANTUM ESPRESSO) for hydrogen
atom using the PBE functional. '® These discrepancies were traced to different implementations of Hirshfeld partition-
ing. In Q-CHEM, the free-atom volumes are computed from an unrestricted atomic SCF calculation and then spherically
averaged to obtain spherically-symmetric atomic densities. In FHI-AIMS and QUANTUM ESPRESSO they are obtained
by solving a one-dimensional radial Schrédinger equation, which automatically affords spherically-symmetric atomic
densities but must be used with fractional occupation numbers for open-shell atoms. These differences could likely
be ameliorated by reparameterizing the damping function in Eq. (5.45) for use with atomic volumes calculated self-
consistently using Q-CHEM, wherein the representation of the electronic structure is quite different as compared to that
in either FHI-AIMS or QUANTUM ESPRESSO. This has not been done, however, and the parameters were simply taken

from a previous implementation.’** In order to reproduced TS-vdW dispersion energies obtained with FHI-AIMS or
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QUANTUM ESPRESSO, it is possible to use this code in Q-CHEM with scaling factors for the atomic Hirshfeld vol-
umes, recommended values for which are obtained by linear regression, comparing Q-CHEM atomic volumes to those
obtained in FHI-AIMS. For full self-consistency, however, these scaling factors should not be used.

The TS-vdW dispersion energy is requested by setting TSVDW = TRUE. Energies and analytic gradients are available.

TSVDW

Flag to switch on the TS-vdW method
TYPE:

INTEGER
DEFAULT:

0

OPTIONS:
0 Do not apply TS-vdW.

1 Apply the TS-vdW method to obtain the TS-vdW energy.

2 Apply the TS-vdW method to obtain the TS-vdW energy and corresponding gradients.
RECOMMENDATION:
Since TS-vdW is itself a form of dispersion correction, it should not be used in conjunction with

any of the dispersion corrections described in Section 5.7.3.

TSVDW_SR
Set custom value of the s, damping parameter
TYPE:
INTEGER
DEFAULT:
no default value defined
OPTIONS:
n  Corresponding to n - 10~*

RECOMMENDATION:
Use predefined values for supported functionals, otherwise consult Ref. 243 and other relevant

literature.

HIRSHFELD_CONV
Set different SCF convergence criterion for the calculation of the single-atom Hirshfeld calcula-

tions
TYPE:

INTEGER
DEFAULT:

same as SCF_CONVERGENCE
OPTIONS:

n  Corresponding to 10™"
RECOMMENDATION:

5
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HIRSHMOD
Apply modifiers to the free-atom volumes used in the calculation of the scaled TS-vdW parame-

ters
TYPE:

INTEGER
DEFAULT:
4

OPTIONS:
0 Do not apply modifiers to the Hirshfeld volumes.

1 Apply built-in modifier to H.

2 Apply built-in modifier to H and C.

3 Apply built-in modifier to H, C and N.

4  Apply built-in modifier to H, C, N and O
RECOMMENDATION:

Use the default

Example 5.13 Sample input illustrating a calculation of a water molecule, including the TS-vdW energy.

Smolecule
01
(0]
H 1 0.95
H10.95 2 104.5
Send

Srem

BASIS 6-31G*

METHOD PBE

TSVDW TRUE !vdw settings

HIRSHFELD_CONV 6 ! sets SCF_CONVERGENCE for single atom calculations

HIRSHMOD 4 ! Apply modifiers to the free-atom volumes for H, C, N, and O
Send

5.7.6 Many-Body Dispersion (MBD) Method

Unlike earlier DFT-D methods that were strictly (atomic) pairwise-additive, DFT-D3 includes three-body (triatomic)

corrections. These terms are significant for non-covalent complexes assembled from large monomers, '*’

especially
those that contain a large number of polarizable centers.’? The many-body dispersion (MBD) method of Tkatchenko
et al.'>** represents a more general and less empirical approach that goes beyond the pairwise-additive treatment
of dispersion. This is accomplished by including n-body contributions to the dispersion energy up to the number of
atoms, and polarization screening contributions to infinite order. Even in small systems such as benzene dimer, the

MBD approach consistently outperforms other popular vdW methods. **

The essential idea behind MBD is to approximate the dynamic response of a system by that of dipole-coupled quantum
harmonic oscillators (QHOSs), each of which represents a fragment of the system of interest. The correlation energy of

such a system can then be evaluated exactly by diagonalizing the corresponding Hamiltonian: '°!

atoms atoms atoms

N 1 N 1 1
Hyipp = 3 Z VEA + 3 Z wiés + 3 Z wawp(ayaB) 2 EaTapep. (5.50)
A A AB

Here, {4 = mz/ 2|r 4 —R 4| is the mass-weight displacement of oscillator A from its center R 4, w 4 is the characteristic
frequency, and oY is the static polarizability. T4 is the dipole potential between the oscillators A and B. The MBD
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BOP B97-3 B97 BPW91 revPBE TPSS BP86 mPW91 PBE PBEO PW91 SVWN
sp 042 045 050 0.53 0.54 056 0.64 0.68 0.83 0.85 0.91 1.19

Table 5.5: Optimized values of the dimensionless range-separation parameter s [Eq. (5.45)] for the MBD-vdW
model, from Ref. 12. (This is the parameter called 3 in Ref. 12.)

Hamiltonian is obtained through coarse-graining of the long-range correlation (through the long-range dipole tensor
Ty,) and approximating the short-range polarizability via the adiabatic connection fluctuation-dissipation formula:

EMBD

et = / Ztr (e Tir)" >AB(w)} : (5.51)

This approximation expresses the dynamic polarizability a.g (of a given fragment) in terms of the polarizability of the
corresponding QHO,

2

o QHO A
= 5.52
ax (W) ma(w? —u? — idu) (5-52)

in which g4 is the charge, m4 the mass, and w4 the characteristic frequency of the oscillator. The integration in
the frequency domain in Eq. (5.51) can be done analytically, leading to the so-called plasmon pole formula for the

correlation energy,
3N

Eo=2) (@ —wp) (5.53)

p=1
in which IV is the number of fragments, v, are the frequencies of the interacting (dipole-coupled) system, and w,, are
the frequencies of the non-interacting system (i.e., the collection of independent QHOs). The sum runs over all 3N
characteristic frequencies of the system.

A particular method within the MBD framework is defined by the models for the static polarizability (agff) 4)> the
non-interacting characteristic frequencies (w4), and the damping function [f(R)] used to define T}.. In Q-CHEM,
the MBD method is implemented following the “MBD @rsSCS” approach, where “rsSCS” stands for range-separated
self-consistent screening. '* In this approach, agfﬂ 4 18 obtained in a two-step process:

1. The free-volume scaling approach is applied to the free-atom polarizabilities, using the Hirshfeld-partitioned
molecular electron density. This is the same procedure used in the TS-vdW method described in Section 5.7.5.

2. The short-range atomic polarizabilities o, 4 (1) are obtained by applying a Dyson-like screening on only the

short range part of the polarizabilities. The same range-separation will later be used to define T, .

The short-range atomic polarizabilities are summed up along one fragment coordinate to obtain the local effective
dynamic polarizability, i.e., agﬂy A = Y. p Qsr,AB, and are then spherically averaged. The range-separation (damping)
function f(R) used to construct a, ap(iu) and T}, is the same as that in Eq. (5.45), except with d = 6 instead of
d = 20, and again sp for a given functional obtained by fitting to interaction energies for non-bonded complexes.
The MBD energy is than calculated by diagonalizing the Hamiltonian Eq. (5.50) and using the plasmon-pole formula,
Eq. (5.53).

The MBD-vdW approach greatly improves the accuracy of the interaction energies for S66°° test set, even if a simple
functional like PBE is used, with a mean absolute error of 0.3 kcal/mol and a maximum error of 1.3 kcal/mol, as
compared to 2.3 kcal/mol (mean) and 7.2 kcal/mol (max) for plain PBE. In general, the MBD-vdW method is superior

to pairwise a posteriori dispersion corrections. '*!

As mentioned above in the context of the TS-vdW method (Section 5.7.5), the FHI-AIMS or QUANTUM ESPRESSO
codes cannot perform exact unrestricted SCF calculations for the atoms and this leads to inconsistent free-atom volumes
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as compared to the spherical ones computed in Q-CHEM, and thus inconsistent values for the vdW correction. Since
the parameters of the TS-vdW and MBD-vdW models were fitted for use with FHI-AIMS and QUANTUM ESPRESSO,
results obtained using these codes are slightly closer to S66 benchmarks and thus scalar modifiers are available for
the internally-computed Hirshfeld volume ratios in Q-CHEM. For S66, the use of these modifiers leads to negligible
differences between results obtained from all three codes. '®

The MBD-vdW correction is requested by setting MBDVDM = TRUE in the $rem section. Other job control variables,
including the aforementioned modifiers for the free-atom volume ratios, are the same as those for the TS-vdW method
and are described in Section 5.7.5.

MBDVDW

Flag to switch on the MBD-vdW method
TYPE:

INTEGER
DEFAULT:

0

OPTIONS:
0 Do not calculate MBD.

1 Calculate the MBD-vdW contribution to the energy.

2 Calculate the MBD-vdW contribution to the energy and the gradient.
RECOMMENDATION:

NONE

MBDVDW_BETA
Set custom value of the s () damping parameter
TYPE:
INTEGER
DEFAULT:
no default value defined
OPTIONS:
n  Corresponding to n - 1074

RECOMMENDATION:
Use predefined values for supported functionals, otherwise consult Ref. 12 and other relevant

literature.

Example 5.14 Sample input illustrating a calculation of a water molecule, including the MBD-vdW energy.

Smolecule

01

O

H 1 0.95

H1 0.95 2 104.5
Send

Srem

BASIS 6-31G*

METHOD PBE

MBDVDW TRUE !vdw settings

HIRSHFELD_CONV 6 ! sets SCF_CONVERGENCE for single atom calculations

HIRSHMOD 4 ! Apply modifiers to the free-atom volumes for H, C, N, and O
Send
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5.8 Empirical Corrections for Basis Set Superposition Error

This section describes DFT-C,?”> an empirical correction for basis set superposition error (BSSE) in DFT calculations
that is an adaptation of Grimme’s geometrical counterpoise (gCP) correction. '*> Unlike the traditional Boys-Bernardi
counterpoise correction (Section 8.9),%° the cost of the DFT-C correction is essentially zero (on the scale of a DFT

calculation), and the latter provides an estimate of both inter- and intramolecular BSSE. The form of this correction is

atoms atoms
Eprrc =0 »_ca Y 933 (Rap) hap-({A, B,...}) (5.54)
A B#A
where gB5R:C is a damped, pairwise BSSE correction,
925 (Rap) = d(Rap) fap-"(Rap) + [1 — d(Rap)| A5~ (Reov,aB) - (5.55)
The quantity
5-C(Rap) = capexp(—aapRip + BapRan) (5.56)

is the undamped pairwise BSSE and

1
d = 5.57
(Bap) 1+ k1,ap(Rap/Ro,ap) k248 (557

is a damping function. The quantity hap+({A, B, ...}) is a many-body correction to the two-body BSSE correction,

given by
virt -
hap-({A,B,..}) = [1+ > Ngm terfc (Rac, Rap) terfc (Rpo, Rap) (5.58)
C+A,B~ B
where
terfe(z,y) =1 — %[erf(x +y) +erf(z —y)] . (5.59)

The parameters c 4, c 4 5, @ 4 g, and 3 4  are basis-set-dependent, and the overall scaling parameter o is loosely method-
dependent. All of these parameters are set internally based on the method and basis $rem specifications.

Note: Currently, only the def2-SVPD basis set is supported for use with DFT-C.

The DFT-C correction is governed by the following $rem variable:

DFT_C

Controls whether the DFT-C empirical BSSE correction should be added.
TYPE:

LOGICAL
DEFAULT:

FALSE

OPTIONS:
FALSE (or 0) Do not apply the DFT-C correction

TRUE  (or 1) Apply the DFT-C correction
RECOMMENDATION:

NONE
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The DFT-C method can be applied to any local, GGA, or meta-GGA density functional, as in the following example.

Example 5.15 Geometry optimization of the methane dimer using BO7M-V-C/def2-SVPD, i.e., the B97M-V functional
with the DFT-C BSSE correction in the def2-SVPD basis set.

Smolecule
01
C 0.000000 -0.000140 1.859161
H -0.888551 0.513060 1.494685
H 0.888551 0.513060 1.494685
H 0.000000 =-1.026339 1.494868
H 0.000000 0.000089 2.948284
C 0.000000 0.000140 -1.859161
H 0.000000 -0.000089 -2.948284
H -0.888551 -0.513060 -1.494685
H 0.888551 -0.513060 —-1.494685
H 0.000000 1.026339 -1.494868

Send

Srem
JOBTYPE opt
BASIS def2-SVPD
METHOD b97m-v
DFT_C true

Send

5.9 Double-Hybrid Density Functional Theory

Double-hybrid density functional theory 3%-87-223242291 (DH-DFT) has demonstrated tremendous potential for approach-
ing the chemical accuracy with a computational cost comparable to the second-order Mgller-Plesset perturbation theory
(MP2). In a DH-DFT, a Kohn-Sham (KS) DFT calculation is performed first, followed by a treatment of non-local or-
bital correlation energy at the level of second-order Mgller-Plesset perturbation theory (MP2). '°® This MP2 correlation
correction includes a a same-spin (ss) component, E°, as well as an opposite-spin (0os) component, E2°, which are
added to the total energy obtained from the KS-DFT calculation. Two scaling parameters, css and cos, are introduced
in order to avoid double-counting correlation:

Epnprr = Exsprr + Css By + Cos BG° (5.60)

A starting point for understanding where a functional form like Eq. (5.60) might come from is the adiabatic connection
formula that provides a rigorous way to define double-hybrid functionals. One considers an adiabatic path between the
fictitious non-interacting KS reference system (A = 0) and the real physical system (A = 1), while holding the electron

density fixed at its value for the real system, for all A. Then

1
Bxclpl = [ Uscalpldh, (5.61)

where Uxc, ) is the exchange-correlation energy at a coupling strength A, meaning that the exchange-correlation energy
if the electron—electron terms in the Hamiltonian had the form A\/r;; rather than 1/r,;. Using a linear model of this
quantity,

Uxc,y =a+ b, (5.62)

one obtains the popular hybrid functional that includes the HF exchange (or occupied orbitals) such as B3LYP.?*2%3 If
one further uses the Gorling-Levy’s perturbation theory (GL2) to define the initial slope at A= 0, one obtains the doubly
hybrid functional form in Eq. (5.60) that includes MP2 type perturbative terms (PT2) involving virtual orbitals: '**

o
Uxca = % —2ESY? . (5.63)

A=0
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The adiabatic connection formula has been used to develop double hybrid functionals such as XYG3.?’! Note that
XYG3 as implemented in Q-CHEM uses B3LYP orbitals to generate the density and evaluate the PT2 terms. This is
different from B2PLYP, an earlier doubly hybrid functional from Grimme.®’ The latter uses truncated KS orbitals while
XYG3 uses converged KS orbitals to evaluate the PT2 terms. The performance of XYG3 is not only comparable to
that of the G2 or G3 theory for thermochemistry, but barrier heights and non-covalent interactions, including stacking

interactions, are also very well described by XYG3.?"!

Note: The recommended basis set for XYG3 is 6-311+G(3df,2p).

Due to the inclusion of PT2 terms, the cost of double-hybrid calculations is formally O(N°®), as in conventional MP2,
thereby not applicable to large systems and partly losing DFT’s cost advantages. However, the highly successful SOS-
MP2 and local SOS-MP2 algorithms in Q-CHEM can be leveraged to develop double-hybrid functionals based on
these O(N*) methods. A version of XYG3 that uses SOS-MP2 is the XYGJ-OS functional.?®® This functional has 4
parameters that are optimized using thermochemical data. It is not only faster than XYG3, but comparable to XYG3
(or perhaps slightly better) in accuracy. If the local SOS-MP2 algorithm is applied, the scaling of XYGJ-OS is further
reduced to O(N3). Recently, XYGJ-OS became the first double-hybrid functional whose analytic energy gradient has
been derived and implemented. '

Other more empirical double-hybrid functionals have been implemented in Q-CHEM. Among the wB97 series of
functionals, wB97X-2* is a long-range corrected double hybrid that can greatly reduce the self-interaction errors (due
to its high fraction of HF exchange), and has been shown significantly superior to other functionals for systems with
both bonded and non-bonded interactions. Due to the sensitivity of PT2 correlation energy with respect to the choices
of basis sets, wB97X-2 was parameterized with two different basis sets: the wB97X-2(LP) was parameterized for use
with 6-311++G(3df,3pd), while wB97X-2(TQZ) was parameterized with the T/Q (triple-{/quadruple-() extrapolation
to the basis set limit. A careful reading of Ref. 54 is highly advised before using either of these two functionals.

Job control variables for double-hybrid DFT are described below. Note that the PT2 correlation energy can also be
computed with the efficient resolution-of-identity (RI) methods. Since Q-CHEM 5.2, RIMP2 can be invoked simply by
specifying auxiliary basis set using AUX_BASIS_CORR. See Section 6.6.

DH
Controls the application of DH-DFT scheme.
TYPE:
LOGICAL
DEFAULT:
FALSE
OPTIONS:
FALSE (or 0) Do not apply the DH-DFT scheme
TRUE (or 1)  Apply DH-DFT scheme
RECOMMENDATION:

NONE

The following to $rem variables pertain to the wB97X-2(LP) and wB97X-2(TQZ) functionals.
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SSS_FACTOR
Controls the strength of the same-spin component of PT2 correlation energy.
TYPE:
INTEGER
DEFAULT:
0
OPTIONS:
n  Corresponding to cgs = n,/10° in Eq. (5.60).
RECOMMENDATION:
NONE

SOS_FACTOR
Controls the strength of the opposite-spin component of PT2 correlation energy.
TYPE:
INTEGER
DEFAULT:
0
OPTIONS:
n  Corresponding to cos = n/10% in Eq. (5.60).
RECOMMENDATION:
NONE
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Example 5.16 Applications of the B2PLYP functional to LiH with and without using RI.

Smolecule
01
H
Li H 1.6
Send

Srem
EXCHANGE B2PLYP
BASIS cc—pvtz
AUX_BASIS rimp2-cc-pvtz
Send

eea

Smolecule
read
Send

Srem
EXCHANGE B2PLYP
BASIS cc—pvtz
Send

Example 5.17 Application of the wB97X-2(TQZ) functional to LiH with and without RI

Smolecule
01
H
Li H1.6
Send

Srem
EXCHANGE omegaB97X-2 (TQZ)
BASIS cc—-pvqgz
AUX_BASIS rimp2-cc-pvqgz
Send

eee

Smolecule
read
Send

Srem
EXCHANGE omegaB97X-2 (TQZ)
BASIS cc—-pvqgz

Send

In the following example of XYG3, Q-CHEM automatically performs a B3LYP calculation first, then uses the resulting
orbitals to evaluate the PT2 correlation terms. Once can also use XYG3 combined with the RI approximation; use
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EXCHANGE = XYG3RI to do so, along with an appropriate choice of auxiliary basis set.

Example 5.18 XYG3 calculation of Ny

Smolecule
01
N 0.000000 0.000000 0.547775
N 0.000000 0.000000 -0.547775
Send

Srem

EXCHANGE xyg3

BASIS 6-311+G (3df, 2p)
Send

The next example illustrates XYGJ-OS. This functional uses the RI approximation by default, so it is necessary to
specify an auxiliary basis set.

Example 5.19 XYGJ-OS calculation of Ny

Smolecule
01
N 0.000000 0.000000 0.547775
N 0.000000 0.000000 -0.547775
Send
Srem
EXCHANGE Xygjos
BASIS 6-311+G(3df, 2p)
AUX_BASIS rimp2-cc-pVTZ
PURECART 1111
TIME_MP2 true
Send

The final example uses the local version of X YGJ-OS, which is the same as the original XYGJ-OS but with the use
of the attenuated Coulomb metric to solve the RI coefficients. Here, the keyword omega determines the locality of the
metric.

Example 5.20 Local XYGJ-OS calculation of Ny

Smolecule
01
N 0.000 0.000 0.54777500
N 0.000 0.000 -0.54777500
Send
Srem
EXCHANGE 1xygjos
BASIS 6-311+G (3df, 2p)
AUX_BASIS rimp2-cc-pVTZ
OMEGA 200

PURECART 1111
Send
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5.10 Asymptotically Corrected Exchange-Correlation Potentials

5.10.1 Introduction

No GGA exchange functional can simultaneously produce the correct contribution to the exchange energy density and

exchange potential in the asymptotic region of molecular systems,>>"

and existing GGA exchange-correlation (XC)
potentials decay much faster than the correct —1/r XC potential in the asymptotic region.* High-lying occupied
orbitals and low-lying virtual orbitals are therefore too loosely bound, and —&qyo becomes far smaller than the
ionization energy, despite the exact condition that these should be the same for the exact functional.?**?%" Moreover,
response properties may be poorly predicted from TDDFT calculations with GGA functionals.**” Long-range corrected
hybrid DFT (LRC-DFT), described in Section 5.6, has greatly remedied this situation, but is more expensive that KS-
DFT with GGA functionals due to the use of Hatree-Fock exchange. The asymptotic corrections described in this

section are designed to remedy the same problems but within the GGA framework.

5.10.2 LB94 Scheme

An asymptotically corrected (AC) exchange potential proposed by van Leeuwen and Baerends is >

2

LB _ <
Ve =P (1 + Sﬁsinh_l(x)) (564)

where x = || Vp|/p*/?

is the reduced density gradient. For an exponentially-decaying density, this potential reduces
to —1/r in the asymptotic region of molecular systems. The LB94 xc potential is formed by a linear combination of

LDA XC potential and the LB exchange potential: *>°

pLBO% — yLDA | \LB (5.65)

The parameter 8 in Eq. (5.64) was determined by fitting to the exact XC potential for Be atom. As mentioned in
Refs. 46 and 103, for TDDFT calculations, it is sufficient to include the AC XC potential for ground-state calculations
followed by TDDFT calculations with an adiabatic LDA XC kernel. The implementation of the LB94 XC potential in
Q-CHEM takes this approach, using the LB94 XC potential for the ground state calculations, followed by a TDDFT
calculation with an adiabatic LDA XC kernel. This TDLDA/L.B94 approach has been widely applied to study excited-
state properties of large molecules.

Since the LB exchange potential in Eq. (5.64) does not come from the functional derivative of an exchange energy
functional, the Levy-Perdew virial relation'#’ is used instead to obtain the exchange energy:

B =~ [ o8lp)(6) [3p(r) + 1 9] (5.66)

An LB94 calculation is requested by setting EXCHANGE = LB94 in the $rem section. Additional job control and

examples appear below.

LB94_BETA

Sets the 3 parameter for the LB94 XC potential
TYPE:

INTEGER
DEFAULT:

500
OPTIONS:

n  Corresponding to 8 = n,/10000.
RECOMMENDATION:

Use the default.
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Example 5.21 Applications of LB94 XC potential to Ny molecule.

Scomment
TDLDA/LB94 calculation is performed for excitation energies.
Send

Smolecule
01
N 0.0000 0.0000 0.0000
N 1.0977 0.0000 0.0000
Send

Srem
EXCHANGE 1b9%4
BASIS 6-311(2+,2+)G*~*
CIS_N_ROOTS 30
RPA true
Send

5.10.3 Localized Fermi-Amaldi (LFA) Schemes

Another alternative, proposed by Pan, Fang and Chai,'”® is to use a localized version of Fermi-Amaldi exchange-
correlation functional. The resulting exchange density functional, whose functional derivative has the correct —1/r
asymptotic behavior, can be directly added to any semi-local density functional. Three variants of this method were
proposed in Ref. 178. The simplest of these, the strictly-localized Fermi-Amaldi (LFAs) scheme, is implemented in
Q-CHEM, for molecules consisting of atoms with Z < 55.

Example 5.22 LFAs-PBE single-point TD-DFT calculation with water molecule

Scomment
Use LFAs-PBE potential for ground-state calculations, followed by
TDDFT calculations with an adiabatic PBE XC kernel.

Send

Smolecule
0 1
0
H1 O oh
H2 O oh H1 hoh

oh = 1.0
hoh = 110.0
Send

Srem
EXCHANGE gen
BASIS 6-311(2+,2+)Gxx*
CIS_N_ROOTS 30
RPA true
Send

Sxc_functional
X PBE 1.0
C PBE 1.0
X 1.0

Send
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5.11 Methods Based on “Constrained” DFT

5.11.1 Introduction

Under certain circumstances it is desirable to apply constraints to the electron density during an SCF calculation. For
example, in a transition metal complex it may be desirable to constrain the net spin density on a particular metal atom
to integrate to a value consistent with the Mg value expected from ligand field theory. Similarly, in a donor/acceptor
complex one might be interested in constraining the total density on the acceptor group so that the formal charge on the
acceptor is either neutral or negatively charged, depending as the molecule is in its neutral or its charge-transfer state.
In these situations, one is interested in controlling the average value of some observable, O(r), to take on a given value,
N:

/p(r) O(r)dr=N (5.67)

There are of course many states that satisfy such a constraint, but in practice one is usually looking for the lowest
energy such state. To solve the resulting constrained minimization problem, one introduces a Lagrange multiplier, V,
and solves for the stationary point of

Vip,V]= Elpl - V ( / p(r) O(r) dr — N) (5.68)

where F[p] is the energy of the system described using density functional theory (DFT). At convergence, the functional
W gives the density, p, that satisfies the constraint exactly (i.e., it has exactly the prescribed number of electrons on the
acceptor or spins on the metal center) but has the lowest energy possible. The resulting self-consistent procedure can
be efficiently solved by ensuring at every SCF step the constraint is satisfied exactly. The Q-CHEM implementation of
these equations closely parallels those in Ref. 276.

The first step in any constrained DFT calculation is the specification of the constraint operator, O(r). Within Q-CHEM,
the user is free to specify any constraint operator that consists of a linear combination of the Becke’s atomic partitioning

functions?! or else the fragment-based Hirshfeld partition: °%->>

atoms

o) => > Ciwalr) (5.69)

A o=qa,f

Here the summation runs over the atoms in the system and over electron spins. The weight function w4 is designed
to be ~ 1 near the nucleus of atom A and rapidly fall to zero near the nucleus of any other atom in the system.?!
The original implementation of cDFT in Q-CHEM used a Becke partition in which the Voronoi polyhedra are defined
by the midpoints of the internuclear vectors,?®!' but this affords unphysical results.”>'?" As such,the default value of
BECKE_SHIFT is now set to use the “atomic size corrections” suggested by Becke,”! in which a set of empirical atomic
radii**® are used to shift the Voronoi polyhedra away from the bond midpoints and towards something more realistic for
bonds between atoms of very different size. This correction is most important for cDFT calculations that are sensitive
to the charges on the hydrogen atoms, and cDFT with Becke populations should probably never be used with these

atomic size corrections. %
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The user-specified coefficients C'q are input using a $cdjft input section having the following format.

Scdft
CONSTRAINT_VALUE_X
COEFFICIENT1_X FIRST_ATOM1_X LAST_ATOM1_X TYPE1l_X
COEFFICIENT2 X FIRST _ATOM2_ X LAST_ATOM2_X TYPE2_ X

CONSTRAINT_VALUE_Y

COEFFICIENTL_Y FIRST_ATOM1_Y LAST_ATOM1_Y TYPEL1_Y
COEFFICIENT2_Y FIRST_ATOM2_Y LAST_ATOM2_Y TYPE2_Y
Send

Here, each CONSTRAINT_VALUE is a real number that specifies the desired average value (/V) of the ensuing linear
combination of atomic partition functions. Each COEFFICIENT specifies the coefficient of a partition function or
group of partition functions in the constraint operator O. For each coefficient, all the atoms between the integers
FIRST_ATOM and LAST_ATOM contribute with the specified weight in the constraint operator. Finally, TYPE specifies
the type of constraint being applied—either “CHARGE” or “SPIN”. For a CHARGE constraint the spin up and spin
down densities contribute equally (C'§ = ch=c 4) yielding the total number of electrons on the atom A. For a SPIN
constraint, the spin up and spin down densities contribute with opposite sign (C§ — Cﬁ = (') resulting in a measure
of the net spin on the atom A. Each separate CONSTRAINT_VALUE creates a new operator whose average is to be
constrained—for instance, the example above includes several independent constraints: X, Y, . ... Q-CHEM can handle
an arbitrary number of constraints and will minimize the energy subject to all of these constraints simultaneously.

If an atom is not included in a particular operator, then the coefficient of that atoms partition function is set to zero
for that operator. The TYPE specification is optional, and the default is to perform a charge constraint. Further, note
that any charge constraint is on the net atomic charge. That is, the constraint is on the difference between the average
number of electrons on the atom and the nuclear charge. Thus, to constrain CO to be negative, the constraint value
would be 1 and not 15.

Note: Constraint in $cdft specifies the number of excess electrons on a fragment, not the total charge, i.e., the value

1.0 means charge = —1, whereas charge constraint of —1.0 corresponds to the total +1 charge.

The choice of which atoms to include in different constraint regions is left entirely to the user and in practice must be
based somewhat on chemical intuition. Thus, for example, in an electron transfer reaction the user must specify which
atoms are in the “donor” and which are in the “acceptor”. In practice, the most stable choice is typically to make the
constrained region as large as physically possible. Thus, for the example of electron transfer again, it is best to assign
every atom in the molecule to one or the other group (donor or acceptor), recognizing that it makes no sense to assign
any atoms to both groups. On the other end of the spectrum, constraining the formal charge on a single atom is highly
discouraged. The problem is that while our chemical intuition tells us that the lithium atom in LiF should have a formal
charge of +1, in practice the quantum mechanical charge is much closer to +0.5 than +1. Only when the fragments are
far enough apart do our intuitive pictures of formal charge actually become quantitative.

Note that the atomic populations that Q-CHEM prints out are Mulliken populations, not the Becke weight populations.
As a result, the printed populations will not generally add up to the specified constrained values, even though the
constraint is exactly satisfied. The $rem variable CDFT_BECKE_POP requests that the Becke populations be printed as
well, so that the user may confirm that the computed states have the desired charge and/or spin character.

Finally, we note that SCF convergence is typically more challenging in constrained DFT calculations as compared
to their unconstrained counterparts. This effect arises because applying the constraint typically leads to a broken
symmetry, diradicaloid state. As SCF convergence for these cases is known to be difficult even for unconstrained
states, it is perhaps not surprising that there are additional convergence difficulties in this case. See Section 4.5 on
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SCF convergence algorithms for ideas on how to improve convergence for constrained calculations. Also, CDFT is
more sensitive to grid size than ground-state DFT, so sometimes increasing the integration grid to SG-2 or SG-3 (see
Section 5.5.3), instead of the default SG-1 grid, improves the convergence.

Note:

1. To improve convergence, use the fewest possible constraints. For example, if your system consists of two
fragments, specify the constrains for one of them only. The overall charge and multiplicity will force the
“unconstrained” fragment to attain the right charge and multiplicity.

2. The direct minimization methods are not available for constrained calculations. Hence, some combi-
nation of DIIS and RCA must be used to obtain convergence. Further, it is often necessary to break
symmetry in the initial guess (using SCF_GUESS_MIX) to ensure that the lowest energy solution is ob-
tained.

Analytic gradients are available for constrained DFT calculations.?’” Second derivatives are only available by finite
difference of analytic gradients. For details on how to apply constrained DFT to compute magnetic exchange couplings,

see Ref. 218. For details on using constrained DFT to compute electron transfer parameters, see Ref. 278,279.

5.11.2 Manner of Counting Electrons

Becke Partition: In density functional theory calculations, the integration over the total density is evaluated on a
molecular grid that is systematically broken up into interlocking multi-center atomic quadrature grids.?' This atomic
quadrature scheme is predicated on the definition of atomic cell functions P, (r), that define smoothed Voronoi poly-
hedra centered about each atom. These cell functions are products of switching functions that define the atomic cell
of atom a, and fall rapidly from = 1 near the nucleus of a, to = 0 near any other nucleus. The integration weights
provided by this scheme are multiplied into the Lebedev quadrature weights in any practical DFT calculation:

P,(r)

Wy (r) = W (5.70)

In some cases, it may be useful to print out the atomic Becke populations that are defined by these atomic cell functions.
Becke population analysis may be requested by setting POP_BECKE to TRUE in the input file.

POP_BECKE

Controls the printing of atomic Becke populations.
TYPE:

LOGICAL
DEFAULT:

FALSE

OPTIONS:
TRUE  Print atomic Becke populations.

FALSE Do not print atomic Becke populations.
RECOMMENDATION:

None

The default quadrature scheme uses atomic cell functions that intersect precisely at bond midpoints. Consequently,
the default atomic cell functions will yield physically meaningless atomic populations. However, it is possible to shift
the intersect of the atomic cell functions using an atomic radius criterion.?! In shifting the intersect of neighboring
atomic cell functions, the point at which the Becke weights begin to fall from ~ 1 to ~ 0 changes depending on the
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atomic radius of each atom. While the choice of atomic radius is arbitrary, these atomic cell shifts introduce a physical

basis for the partitioning of the underlying atomic quadrature. Two choices for atomic radii exist in Q-CHEM for use

228

with Becke weights, namely the empirically derived radii introduced by Bragg and Slater~=° and the ab initio-derived

weights due to Pacios. '’

BECKE_SHIFT
Controls atomic cell shifting in determination of Becke weights.

TYPE:
STRING
DEFAULT:
BRAGG_SLATER
OPTIONS:
UNSHIFTED Use Becke weighting without atomic size corrections,
based on bond midpoints.
BRAGG_SLATER Use the empirical radii introduced by Bragg and Slater.
UNIVERSAL_DENSITY Use the ab initio radii introduced by Pacios.
RECOMMENDATION:

If interested in the partitioning of the default atomic quadrature, use UNSHIFTED. If using for
physical interpretation, choose BRAGG_SLATER or UNIVERSAL_DENSITY. All cDFT calcula-
tions and calculations where POP_BECKE = TRUE will default to BRAGG_SLATER radii, other-
wise the default grid is UNSHIFTED.

Fragment-Based Hirshfeld Partition: A much less arbitrary scheme with which to count electrons comes from the
fragment-based Hirshfeld partition. ”>>>” The fragment-based Hirshfeld (FBH) partition uses weights constructed from

isolated fragment densities in the form,

wn () = L2 (5.71)

> pml(r)

m
where p,,(r) is the density of the isolated fragment, n. Note that unlike the atomic Becke partition, the FBH partition
is not constructed from linear combinations of atomic weights, but is instead built from whole fragment densities. The
FBH partition comes directly from the densities of the isolated fragments, which are not as arbitrary as the choosing
the effective atomic radii in the Becke partition. In order to apply FBH partitioning, one must define fragments within
the $molecule section to host the constraints, but the input for the $cdft section remains unchanged and still applies

constraints on a per-atom basis.

CDFT_POP

Sets the charge partitioning scheme for cDFT or cDFT-CI jobs.
TYPE:

STRING
DEFAULT:

BECKE

OPTIONS:
BECKE Linear combination of atomic Becke functions

FBH Fragment-based Hirshfeld partition
RECOMMENDATION:

None
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5.11.3 Job Control

A CDFT calculation is requested by setting CDFT = TRUE in the $rem section. A $cdft input section needs to be
specified as described above. Three SCF algorithms are currently available for CDFT calculations: DIIS, RCA, and the
combined RCA-DIIS algorithm. Additional job control variables are described below.

CDFT

Initiates a constrained DFT calculation
TYPE:

LOGICAL
DEFAULT:

FALSE

OPTIONS:
TRUE  Perform a Constrained DFT Calculation

FALSE No Density Constraint
RECOMMENDATION:

Set to TRUE if a Constrained DFT calculation is desired.

CDFT_POSTDIIS

Controls whether the constraint is enforced after DIIS extrapolation.
TYPE:

LOGICAL
DEFAULT:

TRUE

OPTIONS:
TRUE  Enforce constraint after DIIS

FALSE Do not enforce constraint after DIIS
RECOMMENDATION:
Use the default unless convergence problems arise, in which case it may be beneficial to exper-

iment with setting CDFT_POSTDIIS to FALSE. With this option set to TRUE, energies should be
variational after the first iteration.

CDFT_PREDIIS

Controls whether the constraint is enforced before DIIS extrapolation.
TYPE:

LOGICAL
DEFAULT:

FALSE

OPTIONS:
TRUE Enforce constraint before DIIS

FALSE Do not enforce constraint before DIIS
RECOMMENDATION:
Use the default unless convergence problems arise, in which case it may be beneficial to experi-

ment with setting CDFT_PREDIIS to TRUE. Note that it is possible to enforce the constraint both
before and after DIIS by setting both CDFT_PREDIIS and CDFT_POSTDIIS to TRUE.
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CDFT_THRESH
Threshold that determines how tightly the constraint must be satisfied.
TYPE:
INTEGER
DEFAULT:
5
OPTIONS:
N  Constraint is satisfied to within 10~
RECOMMENDATION:
Default value is set to match SCF_CONVERGENCE. Use the default unless problems occur.

CDFT_MAXITER

Maximum number of iterations for converging the constraint.
TYPE:

INTEGER
DEFAULT:

20
OPTIONS:

N A maximum of N microiterations will be attempted.
RECOMMENDATION:

Default value is expected to be sufficient in most situations.

CDFT_PRINT

Whether detailed information about CDFT iterations should be printed in the output file.
TYPE:

LOGICAL
DEFAULT:

FALSE

OPTIONS:
TRUE  Print detailed information.

FALSE Do not print detailed information.
RECOMMENDATION:

Use the default and invoke additional printing for troubleshooting.

CDFT_BECKE_POP

Whether the calculation should print the Becke atomic charges at convergence
TYPE:

LOGICAL
DEFAULT:

TRUE

OPTIONS:
TRUE  Print populations

FALSE Do not print them
RECOMMENDATION:
Use the default. Note that the Mulliken populations printed at the end of an SCF run will not

typically add up to the prescribed constraint value. Only the Becke populations are guaranteed

to satisfy the user-specified constraints.
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5.11.4 Examples

Example 5.23 Charge separation on FAAQ

Smolecule
01
C -0.64570736 1.
C 0.64047568 1.
C 1.73542663 1.
C 1.48977850 -0.
C 0.17444585 -0.
C -0.91002699 -0.
C 3.07770780 1.
C 2.57383948 -1.
C 3.93006075 -0.
C 4.16915637 0.
C 5.48914671 1.
H 5.64130588 2.
C 6.54456054 0.
C 6.30689287 -1.
C 5.01647654 -1.
H -1.45105590 2.
H 0.85607395 2.
H 0.02533661 -1.
H 7.55839768 0.
H 7.13705743 -1.
H 4.80090178 -2.
O 2.35714021 -2.
0 3.29128460 2.
C -2.29106231 -0.
O -2.55084900 -1.
N -3.24209015 0.
H -2.81592456 1.
C -4.58411403 0.
C -5.28753695 1.
C -5.30144592 -0.
C -6.65078185 1.
H -4.73058059 1.
C -6.66791492 -1.
H -4.76132422 -1.
C -7.35245187 -0.
H -7.18656323 1.
H -7.22179827 -1.
H -8.42896369 -0.
Send
Srem
JOBTYPE FORCE
METHOD B3LYP
BASIS 6-31G*
SCF_PRINT TRUE
CDFT TRUE
Send
Scdft
2
1 1 25
-1 26 38
Send

37641945
86965826
01169939
39245666
86520769
02021483
57576311
35303134
78485926
61104948
09087541
16192921
22164774
16262761
65329553
07404495
92830339
93964850
60647405
84392666
71421422
57891545
80678842
63197545
72562847
26680616
08883943
11982669
14948617
99369577
06